MATHEMATICAL MODELING OF INFLAMMATORY PROCESSES OF ATHEROSCLEROSIS
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Abstract. Atherosclerosis is a chronic disease which involves the build up of cholesterol and fatty deposits within the inner lining of the artery. It is associated with a progressive thickening and hardening of the arterial wall that result in narrowing of the vessel lumen and restriction of blood flow to vital organs. These events may cause heart attack or stroke, the commonest causes of death worldwide. In this paper we study the early stages of atherosclerosis via a mathematical model of partial differential equations of reaction-diffusion type. The model includes several key species and identifies endothelial hyperpermeability, believed to be a precursor on the onset of atherosclerosis. For simplicity, we reduce the system to a monotone system and provide a biological interpretation for the stability analysis according to endothelial functionality. We investigate as well the existence of solutions of traveling waves type along with numerical simulations. The obtained results are in good agreement with current biological knowledge. Likewise, they confirm and generalize results of mathematical models previously performed in literature. Then, we study the non monotone reduced model and prove the existence of perturbed solutions and perturbed waves, particularly in the bistable case. Finally, we extend the study by considering the complete model proposed initially, perform numerical simulations and provide more specific results. We study the consistency between the reduced and complete model analysis for a certain range of parameters, we elaborate bifurcation diagrams showing the evolution of inflammation upon endothelial permeability and LDL accumulation and we consider the effect of anti-inflammatory process on the system behavior. In this model, the regulation of atherosclerosis progression is mediated by anti-inflammatory responses that, up to certain extent, lead to plaque regression.
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1. Motivation and biological background

Atherosclerosis is a chronic cardiovascular disease of the arterial wall that involves immuno-inflammatory mechanisms as a response to abnormal cholesterol deposits in the inner layers of arteries. The chronic accumulation of fat contributes to the formation of fibrofatty lesions, called atheromatous plaques, resulting in pathologic thickening of the arterial wall. Atherosclerotic lesions develop in the coronary, cerebral, and peripheral arteries and the aorta and restrict the blood flow to vital organs.
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Clinically, fatty streaks are the earliest pathologic descriptions of atherosclerotic lesions. They evolve into fibrous plaques, some of which develop into advanced plaques aggravated by hemorrhage, ulceration, calcification and thrombosis. The plaques sequentially induce major complications leading to morbidity and mortality worldwide, including myocardial infarctions and strokes, as well as disabling peripheral artery disease [39].

The history of atherosclerosis dates back to ancient times when its early description was considered to be the restriction of the transit of blood through thickening of the vessels. This conveys to the etymology of the term atherosclerosis derived from the Greek words athero, meaning gruel, or paste, corresponding to the accumulation of fatty material in the central core of the plaque, and the term sclerosis, meaning thickening of the intimal layer of arteries [50]. However, recent atherosclerosis literature have profound implications in regarding atherosclerosis as a chronic, low-grade inflammation which is aggravated by hypercholesterolemia and other recognized risk factors [44], including hypertension, cigarette smoking, sedentary activity and diabetes mellitus [47].

Over the past several decades, studies of the pathophysiological process of atherogenesis have provided considerable insight into advanced preventive strategies and enhanced clinical outcomes in affected individuals [39]. But, rather than receding globally, the burden of ischemic cardiovascular conditions has risen to become a top cause of morbidity and mortality worldwide [43]. Thus, on a clinical basis and as a public health challenge, atherosclerosis remains high on the list of global challenges [38].

Continued research promises to provide further progress in combating this common chronic disease [39]. A deeper understanding of molecular mechanisms of atherosclerosis contributes to explore more effective preventive and therapeutic targets.

2. Pathophysiology of Atherosclerosis

2.1. Endothelial dysfunction and activation

Cardiovascular diseases involve altered size and structure of the arterial wall that typically consists of assembled and patterned layers to provide it with structural integrity and contractility [24].

Some of the large and moderate arteries, such as the aorta and coronary artery, are composed of three layers: the tunica intima that consists of the endothelium, and a basal layer of elastic tissue, the tunica media composed of vascular smooth muscle cells and elastin-rich extracellular matrix and the outermost layer of the vascular wall called the tunica adventitia (see Fig. 1).

The endothelium separates blood from the arterial wall layers and actively regulates the exchange between these compartments. A healthy endothelium, produces a balance of vasoconstrictive and vasodilatory molecules that coordinate vascular tone and can be altered in response to local stimuli [1]. There is a considerable evidence that the vasoprotective effects of the endothelium (vasodilation and inhibition of inflammatory response) are mediated by nitric oxide (NO), a soluble gas, synthesized in endothelial cells (ECs) [54]. Studies have shown that shear stress stimulates the production of NO in endothelium [11]. In addition, NO is involved in proliferation of endothelial cells that maintain normal endothelial functions.

The decreased production or activity of NO causes serious problems to the endothelial equilibrium [54], and any perturbation of the vascular tone balance leads to physiological adaptation or possibly injury of the endothelium.

Endothelial dysfunction comprises a loss of balance between endothelial-derived vasodilatory and vasoconstrictory factors, where the pro-vasoconstrictory state becomes dominant, leading to progressive pathophysiological changes [45]. It is commonly associated with reduced nitric oxide bioavailability [35], and is triggered via a number of different mechanisms, including turbulent blood flow, low shear stress, environmental irritants such as tobacco and hyperlipidaemia [1]. The decreased production or activity of nitric oxide further leads to endothelial cell activation [1], associated with endothelial expression of cell-surface adhesion molecules and endothelial leukocyte adhesion molecule [27].
Collectively, endothelial dysfunction and endothelial cell activation exhibit pro-inflammatory features [45]: vasoconstriction, loss of vascular integrity causing the efflux of fluids from the intravascular space to the subendothelium, expression of leucocyte adhesion molecules, cytokine production and low density lipoprotein (LDL) oxidation [27, 35].

And so, a dysfunctional endothelium promotes intimal retention of cholesterol that subsequently initiates an inflammatory response. Hence, endothelial dysfunction represents an initial step in the development of atherogenesis and is recognized as an early precursor of atherosclerosis [45].

Studies have shown that some factors promote endothelial dysfunction and activation, such as the oxidized LDL in the subendothelial space [34, 36], reactive oxygen species (ROS) [40], low shear stress [53] and some pro-inflammatory cytokines (IL-6 and TNF-α) [35]. Some other factors have emerged as key regulators of many endothelial cell functions, including barrier function, which are deregulated during atherogenesis, such as high-density lipoproteins (HDLs) [55] and NO [54].

2.2. Structures involved in endothelial permeability

Endothelial injury may lead to hyperpermeability, where components of the blood normally confined to the vascular lumen pass through the endothelium, and the rate of such passage is increased [23].

The pathways of plasma constituents such as LDL, HDL, monocytes and T-helper cells across the endothelium is accomplished via transcellular routes (by migrating directly through the body of a single endothelial cell) or paracellular routes (by opening a gap between two adjacent endothelial cells) [12, 22, 46, 55]. In most healthy continuous endothelia, the paracellular pathway is only viable for small solutes.

The first regulator of transendothelial passage is the glycocalyx, a thick matrix layer that lines the inner wall of healthy blood vessels. The endothelial glycocalyx may be damaged by exposure to shear and oxidative stress in conditions of cardiovascular risk factors. The degradation of the endothelial glycocalyx layer reduces endothelial cells production of NO in response to blood shear stress [6]. NO decreased production significantly contributes to the induction of oxidant stress and subsequent impairment of endothelial function by disruption of tight junction integrity resulting in increased permeability [30], as shown in Figure 2.
2.3. Pathogenesis of atherosclerosis

Endothelial cells are joined together tightly to form a semi-permeable barrier that limits the efflux of large molecules, such as LDL, into the subendothelial spaces [41]. When the endothelium is exposed to cardiovascular risk factors, endothelial dysfunction occurs resulting in impaired vasorelaxation, primarily due to decreased NO bioavailability. Endothelial dysfunction comprises a specific state of endothelial activation [25]. The end-result of endothelial activation and dysfunction may be the loss of microvascular barrier integrity [32], leading to the passage of LDL to the subendothelial space.

Once in the intima, LDL particles undergo a series of chemical modifications that involves oxidation by oxygen free radicals as shown in Figure 3. Oxidized LDL, formed and retained in the subendothelial space, is a harmful type of cholesterol that decreases the availability of endothelial nitric oxide [31], and promotes the activation of endothelial cells through the induction of the cell surface adhesion molecules [41]. Ox-LDL can even induce endothelial cell death [33]. This results in a hyperpermeable endothelium.

However, high density lipoproteins, HDL, mediate an antiatherogenic function at this stage. They inhibit the oxidation of LDL through their direct oxidation. In fact, it has been demonstrated that the lipids of HDL are initially oxidized in preference to those in LDL in vivo [29].

Adhesion molecules secreted by injured endothelial cells, recruits circulating phagocytic white blood cells, such as monocytes, and lymphocytes, such as T cells, to the subendothelium [31]. Monocytes enter lesions and differentiate into macrophages that internalize oxidized lipoproteins. They become engorged with lipids resulting in dysregulated lipid metabolism and a shift in macrophage phenotype to that of lipid-laden foam cells [10]. Foam cells, constitute the primary part of fatty streaks which then proceed with atherosclerosis plaque genesis [9].

Macrophages have been classified as M1/M2 subtypes. M1 macrophages support inflammatory processes that protect the host from microbial infection and aid in the elimination of tumors and M2 macrophages suppress ongoing inflammatory responses, and facilitate tissue repair/remodeling [7]. Both M1 and M2 macrophages have been identified in atherosclerotic plaques. Whereas M2 macrophages are atheroprotective and display anti-inflammatory effects, M1 macrophages are heavily involved in atherosclerotic lesion enlargement and progression [52]. Microenvironmental features, such as a variety of pro-inflammatory cytokines, determine the macrophage activation and polarization.

T cells, a type of leukocytes, have the ability to differentiate into various T-cell subtypes, including T helper Th1, Th2 and other lineages. There are various factors that may influence lineage phenotypes [5]. They regulate the maturation of monocytes into macrophages [7].

Th1 cells are considered pro-inflammatory through their affiliation with M1 macrophages. They secrete IFNγ [5] known to activate M1 macrophages. M1 macrophages promote atherosclerosis progression through secretion of pro-inflammatory cytokines, such as IL-1α, IL-1β, IL-6, IL-12, and IL-23 [5, 21], and free radicals,
to maintain local inflammation [52]. Pro-inflammatory cytokines released by M1 macrophages induce increased vascular permeability and recruitment of inflammatory cells.

Studies have shown that pro-inflammatory cytokines secreted in macrophages are involved in their own production. For instance, IL-1\(\beta\) serves as an inflammatory master cytokine that enhances the expression of many pro-inflammatory cytokines [37]. Moreover, in stimulated macrophages, IL-1\(\alpha\) is synthesized de novo and can be actively secreted [16] in response to a variety of physiological stimuli, including oxidative stress, lipid overload, hormonal stimulation and exposure to cytokines (including IL-1\(\beta\) and IL-1\(\alpha\) itself) [15].

All the same, M2 macrophages are induced by IL-4, IL-5, IL-13, IL-10 and TGF\(\beta\) produced by Th2 cells [52]. They produce anti-inflammatory cytokines such as IL-19, IL-27 and IL-33, that stimulate protective responses and suppress atherosclerosis development [20].

The foam cells secrete pro-inflammatory cytokines which recruit additional monocytes and macrophages in a positive feedback mechanism. These foam cells accumulate within the subendothelium giving rise to the plaque. Vascular smooth muscle cells traditionally produce collagen forming the fibrous cap of the lesion and preventing plaque rupture and thrombosis [10].

The foam cells eventually undergo apoptosis and necroptosis. M2 macrophages express anti-inflammatory markers that act to reduce the inflammation of the plaque due to apoptotic and necrotic cells and promote plaque stability. Dead and dying foam cells, if not efficiently cleared by M2 macrophages, become leaky and eventually release their contents into the subendothelium. This process results in the formation of the necrotic or lipid core. As the necrotic core grows and the fibrous cap thins, the plaque is vulnerable to rupture, which may result in acute cardiovascular events such as thrombosis [10].

The balance between proatherosclerotic and atheroprotective immune cells in atherosclerotic plaques is a determining factor in plaque progression and vulnerability. While M1 macrophages have a role in stimulating an inflammatory response, M2 macrophages are responsible for plaque stabilization and plaque regression [52]. Studies on macrophages heterogeneity lead to novel strategies of pharmacological intervention to combat cardiovascular diseases and their complications.

The clinical manifestations of atherosclerosis are the consequences of atherosclerotic plaque rupture or erosion. They comprise myocardial infarction, stroke and aortic aneurysms. Atherosclerotic disease remains the most important cause of death in developed nations, despite advances in medical, interventional, and surgical treatment [13].

3. Mathematical modeling of atherosclerosis in the literature

Over the recent decades, a broad spectrum of mathematical and computational models of the inflammatory process of atherosclerosis were established using different modeling techniques and strategies. Some consider several key species, where others identify the interaction between blood and the arterial wall. The mechanical factors that could initiate of atherosclerosis lesions have been widely explored by many authors.

The objective of these studies is to pave a way towards more precise understanding of the inflammatory aspect of atherosclerosis and to predict the fate of atherosclerosis. Below is a general overview of some existing models in literature.

Several models inspect the inflammatory aspects of atherosclerosis, considering different species that have a major role in the onset of atherosclerosis. In these works, the inflammation described through the interplay between the species taken into account is the main motive. The basic model studied in [18] considers only two principal species; immune cells and cytokines. Other works consider more detailed biological studies and elaborate a system modeling many other species operating in the establishment of atherosclerosis, as in [8], where the pro and anti-inflammatory processes occurring during atherogenesis are described in detail and in [42], where the cellular mechanisms behind the formation of an atherosclerotic plaque are studied through different stages. Some other works describe the chronic inflammatory response by highlighting the effect of a particular phenomenon contributing to plaque formation. For instance, in [14], the authors focus on the oxidation of LDL particles approach and give a model which represents some of the in vitro experiments carried out on
Injured endothelial cells increase endothelial permeability allowing LDL particles to reach the intima. LDL particles within the artery walls undergo oxidative and enzymatic modifications, creating ox-LDL. Accumulation of ox-LDL can trigger an inflammatory response inducing the adherence of monocytes to the endothelium and migration into the arterial intima. T helper cells mediate the differentiation of monocytes into macrophages. Monocytes differentiating into M1 or M2 macrophages favoring either a proatherogenic or atheroprotective profile. The excessive internalization of lipid inside the macrophage results in foamy cells formation.

Although endothelial dysfunction or injury is not fully understood, recently, several studies have included endothelial permeability to their models. These studies suggest that passage of key components in atherosclerosis to the intima is due to endothelial permeability. In [51], the authors consider the thickening of the vessel walls and focus on quantifying the functionality of the endothelium. Through this model, the authors describe the diapedesis of monocytes from their transport on the endothelial surface to their influx in the lumen. On the
other hand, endothelial activation has been investigated in [8] and described as a variable depending on the
concentration of ox-LDL and pro-inflammatory cytokines.

Mathematical models usually take the form of systems of either partial differential equations as in [14, 18]
or ordinary differential equations as in [8, 48]. The PDEs model normally are of reaction-diffusion type that
describe local chemical reactions in which the substances are transformed into each other, and their diffusion.
The spatial models are in general one-dimensional as in [18] or two-dimensional as in [17]. Some works consider
a one-dimensional model of PDEs then extend the domain into two spatial dimensions in order to generalize
the results, as in [42].

For a more prominent description of biological processes, many mathematical models in literature consider
complex modeling techniques that result in heavy and complicated analysis. That being so, the authors opt
for some simplifications, assumptions or even linearization of the functions, with regard to reducing sophisti-
cations and being able to handle the model. Even though these approaches weaken the rigor of the study in
terms of illustrating phenomenological processes, the validation of the simplified model results with biological
knowledge makes the predicted behavior of the disease through this model reliable within acceptable bounds.
These techniques are employed in a large number of models in literature, for example in [48, 49].

Mathematical models of atherosclerosis are effective tools used successfully in understanding fundamental
processes in atherosclerosis. They have been studied with the objective of obtaining insights on inflamma-
tion. They essentially provide simulations detecting system behaviors and featuring the evolution of the disease.
Collectively, numerical simulations and analytical data reported from biological studies are an attempt to
quantify the inflammatory process and to afford predictive results. Several models provide numerical simulations
and rely on existing data to convey to reliable predictive conclusions. One can list the following works: [17–19,
28, 49, 51].

Mathematical models of atherosclerosis support current concepts about the inflammation and can be useful
tools to quantitatively evaluate the evolution of the disease. They afford a better understanding of different
aspects of atherosclerosis. For example, the study in [18] considers a critical parameter that affected the initia-
tion of the disease represents the concentration of ox-LDL in the intima. The mathematical study of the kinetic
system leads in the following biological interpretation: low ox-LDL concentrations do not trigger any chronic
inflammatory reaction; intermediate concentration of ox-LDL leads to a bistable case where a chronic inflam-
matory reaction can set up when the system overcomes a certain threshold; and high ox-LDL concentrations
 correspond to a monostable system where even a small perturbation of the non inflammatory state leads to the
 setup of a chronic inflammatory response. Moreover, the authors in [19] conclude that recirculation of blood
leads to clot formation and that the vessel wall movement due to the stress over the plaque is implicated in the
plaque vulnerability. Coupled 0D-1D models of blood flow in atherosclerotic vasculature analyzed in this
paper provide a basis for patient-specific analysis in surgery treatments of atherosclerosis. Further, paper [3]
distinguishes the most relevant factors to the plaque formation. Besides, in [48], the model shows that it is
macrophage proliferation that drives lesion instability rather than an increasing influx of modified LDL. In
other words, many individuals develop lesions despite having a normal lipoprotein profile. Likewise, the authors
in [14] conclude that HDL could provide a protection for LDL against radical attack through the reverse chole-
terol transport mechanism and that vitamin E supplementation is not as beneficial as HDLs in reducing LDLs
oxidation. Numerical simulations in [28] lead to some results that are in agreement with cardiovascular disease
features such as the localization of immune cells, the build-up of lipids and debris and the formation of a cap
of smooth muscle cells. The results of paper [2] lead to the conclusion that hypertension greatly increases the
transmural filtration and concentration polarization at the lumen/endothelium interface and that geometrical
variation on the LDL accumulation within the wall is greatly increased near the region of stenosis. The dynamical model of lipoprotein metabolism introduced in [4] shows bistability and hysteresis between a low and a high cholesterol state. The bifurcation analysis can be related to diet and statin medication and reverse cholesterol transport through HDL. Sensitivity analysis proves that the most robust feature in the low cholesterol state is the concentration of intracellular cholesterol, while the plasma concentrations can vary widely. Estimates for the characteristic time scales governing the dynamics of the model in the low and high cholesterol states are established. And finally, the study in paper [51] provides results on dynamics of endothelial permeability, as well as the growth and spread of immune cells populations and their dependence in particular on LDL and wall-shear stress.

4. Mathematical model

In this section, we model the different cascades of atherogenesis in a system of coupled partial differential equations. We consider some key-role players in the inflammatory process shown in Table 1. The endothelial dysfunction and activation are taken into consideration through a term \( P \) considered to be an endothelial permeability indicator. The modeling of the term \( P \) can involve the effect of ox-LDL and free radicals in endothelial dysfunction, the effect of pro-inflammatory cytokines in endothelial activation, the effect of HDL in preserving endothelium and finally, the effect of nitric oxide or shear stress.

For \( l > 0, x \in [0, l] \) and \( t \in [0, \infty] \), the system reads as follows:

The following equation models the evolution of LDL concentration:

\[
\frac{\partial L}{\partial t} = D_1 \frac{\partial^2 L}{\partial x^2} + \sigma_L P L_0 - k_L L. \tag{4.1}
\]

The first right-hand side term in equation (4.1) represents the diffusion of LDL and the second right-hand side term describes the LDL penetration through the vessel wall, where \( L_0 \) is the concentration of LDL in the blood. The third right-hand side term describes the oxidization of LDL particles.

In subsequent equations, the terms \( D_i \), for \( i = 2, \ldots, 14 \), refer to the diffusion rates. Similar reactions are modeled for the HDL concentration as follows:

\[
\frac{\partial H}{\partial t} = D_2 \frac{\partial^2 H}{\partial x^2} + \sigma_H P H_0 - k_H H. \tag{4.2}
\]
The HDL penetration through the vessel wall is described through the second right-hand side term in equation (4.2), where \( H_0 \) is the concentration of HDL in the blood. The consumption of HDL through oxidation reaction with free radicals is represented in the third right-hand side term.

The evolution of ox-LDL concentration in the intima is modeled by the following equation:

\[
\frac{\partial L_{ox}}{\partial t} = D_3 \frac{\partial^2 L_{ox}}{\partial x^2} + k_LL - \lambda L_{ox} \frac{L_{ox}}{k_{L_{ox}}} M_1 - \lambda L_{ox} \frac{L_{ox}}{k_{L_{ox}}} M_2 - d_{L_{ox}} L_{ox}.
\] (4.3)

We model the production of ox-LDL due to LDL oxidation by reaction with the radicals through the term \( k_LL \) in equation (4.3), and the ingestion of ox-LDL by M1 and M2 macrophages through the third and fourth right-hand side terms. The last term models the degradation of ox-LDL.

The description of monocytes concentrations evolution is given by:

\[
\frac{\partial A_1}{\partial t} = D_4 \frac{\partial^2 A_1}{\partial x^2} + \lambda P_{A_1} P A_1^0 - \lambda C_1 A_1 \frac{C_1}{k_{C_1}} + C_1 + k_4 C_4 A_1 - d_{A_1} A_1,
\] (4.4)

\[
\frac{\partial A_2}{\partial t} = D_5 \frac{\partial^2 A_2}{\partial x^2} + \lambda P_{A_2} P A_2^0 - \lambda C_2 A_2 \frac{C_2}{k_{C_2}} + C_2 A_2 - d_{A_2} A_2.
\] (4.5)

The terms \( \lambda P_{A_1} P A_1^0 \) and \( \lambda P_{A_2} P A_2^0 \), in equations (4.4) and (4.5), model the \( A_1 \) and \( A_2 \) monocytes penetration through the vessel wall, where \( A_1^0 \) and \( A_2^0 \) are densities of \( A_1 \) and \( A_2 \) monocytes in blood. The third right-hand side terms describe the differentiation of monocytes into macrophages, and the last right-hand side terms correspond to the death of monocytes.

The following equations describe the evolution of M1 and M2 macrophages concentrations:

\[
\frac{\partial M_1}{\partial t} = D_6 \frac{\partial^2 M_1}{\partial x^2} + \lambda C_1 A_1 \frac{C_1}{k_{C_1}} + C_1 + k_4 C_4 A_1 - \lambda L_{ox} \frac{L_{ox}}{k_{L_{ox}}} M_1 - d_{M_1} M_1,
\] (4.6)

\[
\frac{\partial M_2}{\partial t} = D_7 \frac{\partial^2 M_2}{\partial x^2} + \lambda C_2 A_2 \frac{C_2}{k_{C_2}} + C_2 A_2 - \lambda L_{ox} \frac{L_{ox}}{k_{L_{ox}}} M_2 - d_{M_2} M_2.
\] (4.7)

The second right-hand side terms of equations (4.6) and (4.7) correspond to the differentiation of monocytes into macrophages, the third right-hand side terms describe the uptake of ox-LDL by macrophages and the transformation of macrophages into foam cells, and the fourth right-hand side terms represent the death of macrophages.

The intimal concentrations of T-helper cells satisfy the following equations:

\[
\frac{\partial T_1}{\partial t} = D_8 \frac{\partial^2 T_1}{\partial x^2} + \lambda P_{T_1} P T_1^0 - d_{T_1} T_1,
\] (4.8)

\[
\frac{\partial T_2}{\partial t} = D_9 \frac{\partial^2 T_2}{\partial x^2} + \lambda P_{T_2} P T_2^0 - d_{T_2} T_2.
\] (4.9)

Equations (4.8) and (4.9) model the influx of T-helper cells from the blood into the intima due to the permeability of the endothelium and the death of T-helper cells.
The concentrations of cytokines released by T-helper cells are described through the following equations:

\[
\frac{\partial C_1}{\partial t} = D_{10} \frac{\partial^2 C_1}{\partial x^2} + \lambda C_1 T_1 - \lambda_{C_1 A_1} \frac{C_1}{k_{C_1} + C_1 + k_{C_4} A_1} - d_{C_1} C_1, \quad (4.10)
\]

\[
\frac{\partial C_2}{\partial t} = D_{11} \frac{\partial^2 C_2}{\partial x^2} + \lambda C_2 T_2 - \lambda_{C_2 A_2} \frac{C_2}{k_{C_2} + C_2} A_2 - d_{C_2} C_2. \quad (4.11)
\]

We model the production of \( C_1 \) and \( C_2 \) cytokines by T-cells in equations (4.10) and (4.11) at rates of \( \lambda_{C_1} \) and \( \lambda_{C_2} \). The differentiation of \( A_1 \) into \( M_1 \) macrophages (down regulated by \( C_4 \)) and the differentiation of \( A_2 \) monocytes into \( M_2 \) macrophages are modeled by the third right-hand side terms. The last terms correspond to the degradation of cytokines.

In the following equations, we model the evolution in time of cytokines produced by \( M_1 \) and \( M_2 \) macrophages:

\[
\frac{\partial C_3}{\partial t} = D_{12} \frac{\partial^2 C_3}{\partial x^2} + \lambda_{C_3 M_1} \frac{C_3}{k_{C_3} + C_3 + k_{C_4} M_1} + \lambda_{C_4 F} \frac{1}{k_{C_4} + C_4} F - d_{C_3} C_3. \quad (4.12)
\]

The second right-hand side term in equation (4.12) describes the production of pro-inflammatory cytokines due to the presence of macrophages and the pro-inflammatory cytokines themselves. This production is inhibited by the anti-inflammatory agents \( C_4 \). The third right-hand side term models the secretion of pro-inflammatory cytokines by the foam cells, regulated by \( C_4 \), and the last term refers to the degradation of pro-inflammatory cytokines.

\[
\frac{\partial C_4}{\partial t} = D_{13} \frac{\partial^2 C_4}{\partial x^2} + \lambda_{C_4 M_2} M_2 - d_{C_4} C_4. \quad (4.13)
\]

The production of anti-inflammatory cytokines \( C_4 \) by \( M_2 \) macrophages is described by the second right-hand side term in equation (4.13). The third right-hand side term corresponds to the degradation of cytokines.

The evolution of foam cells concentration is modeled as follows:

\[
\frac{\partial F}{\partial t} = D_{14} \frac{\partial^2 F}{\partial x^2} + \lambda_{L_{ox} M_1} \frac{L_{ox}}{k_{L_{ox}} + L_{ox}} M_1 + \lambda_{L_{ox} M_2} \frac{L_{ox}}{k_{L_{ox}} + L_{ox}} M_2 - d_{F} F. \quad (4.14)
\]

The second and third right-hand side terms of equation (4.14) correspond to the formation of foam cells due to the ingestion of ox-LDL by \( M_1 \) and \( M_2 \) macrophages. The last term describes the death of foam cells.

### 4.1. Reduced model

In this section, we consider a reduced model that originates from the complete model (4.1)–(4.14). In this reduced model, we particularly consider the pro-inflammatory process. Therefore, we let \( H = A_2 = M_2 = T_2 = C_2 = C_4 = F = 0 \). We further consider the production of Th1 cells and Th1 cytokines are compensated respectively by the loss of Th1 cells and Th1 cytokines, in an unbiased manner. For the sake of ease, we also take \( d_{A_1} = k_{C_1} = 0 \).

We consider the following new notations: \( \lambda_1 = \sigma_{L} L_{0}, \lambda_2 = \lambda_{L_{ox} M_1}, \lambda_3 = \lambda_{P A_1}, \lambda_4 = \lambda_{C_1 A_1}, \lambda_5 = \lambda_{C_3 M_1}, k_2 = k_{L_{ox}}, k_3 = k_{C_3}, d_1 = d_{L_{ox}}, d_2 = d_{M_1} \) and \( d_3 = d_{C_3} \). The reduced model becomes:

\[
\frac{\partial L}{\partial t} = D_{1} \frac{\partial^2 L}{\partial x^2} + \lambda_1 P - k_{L} L, \quad (4.15)
\]
\[
\frac{\partial L_{\text{ox}}}{\partial t} = D_3 \frac{\partial^2 L_{\text{ox}}}{\partial x^2} + k_L L - \frac{L_{\text{ox}}}{k_2 + L_{\text{ox}}} M_1 - d_1 L_{\text{ox}}, \tag{4.16}
\]

\[
\frac{\partial A_1}{\partial t} = D_4 \frac{\partial^2 A_1}{\partial x^2} + \lambda_3 P - \lambda_4 A_1, \tag{4.17}
\]

\[
\frac{\partial M_1}{\partial t} = D_6 \frac{\partial^2 M_1}{\partial x^2} + \lambda_4 A_1 - \frac{L_{\text{ox}}}{k_2 + L_{\text{ox}}} M_1 - d_2 M_1, \tag{4.18}
\]

\[
\frac{\partial C_3}{\partial t} = D_{12} \frac{\partial^2 C_3}{\partial x^2} + \lambda_5 \frac{C_3}{k_3 + C_3} M_1 - d_3 C_3. \tag{4.19}
\]

In the ensuing sections, we study this reduced model with a constant permeability indicator \( P \), and with a variable one.

**4.1.1. Reduced model with variable \( P \)**

In this section, we consider the term \( P \) to be a function of \( L_{\text{ox}} \) and \( C_3 \) as follows:

\[
P = H(\alpha) \frac{P_0 + L_{\text{ox}} + cC_3}{k_1 + L_{\text{ox}} + cC_3}, \tag{4.20}
\]

where:

- \( \alpha \) refers to the assessment of endothelial dysfunction due to external stimuli. Note that vascular function can be measured by several methods, including invasive and non-invasive techniques. \( \alpha \) is an independant parameter that is altered upon exposure of the endothelium to cardiovascular risk factors such as low shear stress, nicotine circulating in blood and high plasma concentration of cholesterol.

- \( H(\alpha) \) describes the activation and dysfunction of the endothelium and is given by

\[
H(\alpha) = \begin{cases} 
0 & \text{if } \alpha < \alpha_0, \\
1 & \text{otherwise},
\end{cases} \tag{4.21}
\]

where \( \alpha_0 \) represents a threshold to discriminate between normal and abnormal endothelial function. A thick glycocalyx, active endothelial cells, an appropriate endothelial production of NO and a tight chain of junctions are typical features of a normal endothelium. An endothelium in good condition is then assessed through the parameter \( \alpha \) with \( \alpha < \alpha_0 \). When the glycocalyx is damaged by cardiovascular risk factors conditions, it causes a decreased production of NO, that in turn results in endothelial dysfunction and activation and tight junctions disruption. All the cascades together lead to increased endothelial permeability. Thus, it is the degradation of the glycocalyx that initiates endothelial dysfunction. Impaired endothelial function associated with a compromised glycocalyx is detected when \( \alpha > \alpha_0 \).

- The term \( \frac{P_0 + L_{\text{ox}} + cC_3}{k_1 + L_{\text{ox}} + cC_3} \) describes the permeability of the endothelium, where \( P_0 \) refers to the selective permeability of a healthy endothelium, i.e. the permeability to small molecules and \( k_1 \) denotes the effect of endothelial regulators, i.e. HDL, NO and SS.
We substitute the following variables \( \tilde{C}_3 = cC_3, \tilde{k}_3 = ck_3, \tilde{\lambda}_5 = c\lambda_5 \) and \( \tilde{D}_{12} = \frac{D_{12}}{c} \), in equations (4.15)–(4.19), and use \( P \) as in equation (4.20), then we drop the tildes. The new reduced system reads:

\[
\frac{\partial L}{\partial t} = D_1 \frac{\partial^2 L}{\partial x^2} + \lambda_1 H(\alpha) \frac{P_0 + L_{ox} + C_3}{k_1 + L_{ox} + C_3} - k_L L,
\]

\[
\frac{\partial L_{ox}}{\partial t} = D_3 \frac{\partial^2 L_{ox}}{\partial x^2} + k_L L - \lambda_2 \frac{L_{ox}}{k_2 + L_{ox}} M_1 - d_1 L_{ox},
\]

\[
\frac{\partial A_1}{\partial t} = D_4 \frac{\partial^2 A_1}{\partial x^2} + \lambda_3 H(\alpha) \frac{P_0 + L_{ox} + C_3}{k_1 + L_{ox} + C_3} - \lambda_4 A_1,
\]

\[
\frac{\partial M_1}{\partial t} = D_6 \frac{\partial^2 M_1}{\partial x^2} + \lambda_4 A_1 - \lambda_2 \frac{L_{ox}}{k_2 + L_{ox}} M_1 - d_2 M_1,
\]

\[
\frac{\partial C_3}{\partial t} = D_{12} \frac{\partial^2 C_3}{\partial x^2} + \lambda_5 \frac{C_3}{k_3 + C_3} M_1 - d_3 C_3.
\]

The kinetic system becomes:

\[
\frac{dL}{dt} = \lambda_1 H(\alpha) \frac{P_0 + L_{ox} + C_3}{k_1 + L_{ox} + C_3} - k_L L,
\]

\[
\frac{dL_{ox}}{dt} = k_L L - \lambda_2 \frac{L_{ox}}{k_2 + L_{ox}} M_1 - d_1 L_{ox},
\]

\[
\frac{dA_1}{dt} = \lambda_3 H(\alpha) \frac{P_0 + L_{ox} + C_3}{k_1 + L_{ox} + C_3} - \lambda_4 A_1,
\]

\[
\frac{dM_1}{dt} = \lambda_4 A_1 - \lambda_2 \frac{L_{ox}}{k_2 + L_{ox}} M_1 - d_2 M_1,
\]

\[
\frac{dC_3}{dt} = \lambda_5 \frac{C_3}{k_3 + C_3} M_1 - d_3 C_3.
\]

The Jacobian matrix of system (4.22)–(4.26) reads:
We recall that a system is said to be monotone if the off-diagonal elements of its Jacobian are non negative. To ensure the monotonicity of system (4.22)–(4.26), we assume that \( k_1 > P_0 \), and we conduct the study for \( \lambda_2 = 0 \), then we can extend the results for \( \lambda_2 \) close to zero, by applying the implicit function theorem for the existence and stability of the fixed points.

For the sake of ease, we take \( P_0 = 0 \). Similarly, we use the implicit function theorem to conclude for \( P_0 \) in a small positive neighborhood of 0.

Therefore, finding the fixed points of system (4.27)–(4.31) with \( \lambda_2 = P_0 = 0 \) amounts to solving the following system:

\[
J = \begin{bmatrix}
-k_L & \lambda_1 H(\alpha) \frac{k_1 - P_0}{(k_1 + L_{ox} + C_3)^2} & 0 & 0 & \lambda_1 H(\alpha) \frac{k_1 - P_0}{(k_1 + L_{ox} + C_3)^2} \\
0 & \lambda_2 \frac{(k_2 + L_{ox})^2 - d_1}{k_2 M_1} & -\lambda_2 & \frac{L_{ox}}{k_2 + L_{ox}} & 0 \\
0 & \lambda_3 H(\alpha) \frac{(k_2 + L_{ox})^2}{k_1 - P_0} & -\lambda_4 & 0 & \lambda_3 H(\alpha) \frac{k_1 - P_0}{(k_1 + L_{ox} + C_3)^2} \\
0 & -\lambda_2 & \frac{L_{ox}}{k_2 + L_{ox}} & -d_2 & 0 \\
0 & 0 & 0 & \lambda_5 \frac{k_3 M_1}{(k_3 + C_3)^2} - d_3 & 0
\end{bmatrix}.
\]

Since the unknowns of system (4.22)–(4.26) represent concentrations of physical quantities, we hereinafter consider only real nonnegative solutions.

**Fixed points:** In order to investigate the solutions of system (4.27)–(4.31), we start by examining the case where \( \alpha < \alpha_0 \). Clearly, the unique solution is \( E_1 = (0, 0, 0, 0, 0) \).

As for \( \alpha > \alpha_0 \), we proceed as follows:

Equation (4.34) leads to two different solutions: \( C_3 = 0 \) or \( C_3 = \frac{\lambda_5}{d_3} M_1 - k_3 \).
We notice that solving equations (4.32) and (4.33) for \( C_3 = 0 \) is equivalent to solve

\[
d_1 L_{ox}^2 + (d_1 k_1 - \lambda_1) L_{ox} = 0. \tag{4.37}
\]

The latter equation admits two solutions:

\[
L_{ox0} = \frac{\lambda_1 - d_1 k_1 - \sqrt{(\lambda_1 - d_1 k_1)^2}}{2d_1} \quad \text{and} \quad L_{ox1} = \frac{\lambda_1 - d_1 k_1 + \sqrt{(\lambda_1 - d_1 k_1)^2}}{2d_1}.
\]

Therefore, in the hyperplane \( C_3 = 0 \), there exists two fixed points \( E_0 \) and \( E_1 \) having the following components:

\[
E_0 = \left( \frac{\lambda_1}{k_L}, \frac{L_{ox0}}{k_1 + L_{ox0}}, \frac{\lambda_3}{\lambda_4}, \frac{L_{ox0}}{k_L}, \frac{d_1 \lambda_3}{d_2 \lambda_1}, 0 \right)
\]

\[
= \begin{cases} 
\left( \frac{\lambda_1 - d_1 k_1}{k_L}, \frac{\lambda_1 - d_1 k_1}{d_1}, \frac{\lambda_3}{\lambda_4}, \frac{\lambda_1 - d_1 k_1}{d_2 \lambda_1} \right), & \text{if } \lambda_1 < d_1 k_1, \\
(0,0,0,0,0), & \text{if } \lambda_1 > d_1 k_1.
\end{cases}
\]

\[
E_1 = \left( \frac{\lambda_1}{k_L}, \frac{L_{ox1}}{k_1 + L_{ox1}}, \frac{\lambda_3}{\lambda_4}, \frac{L_{ox1}}{k_L}, \frac{d_1 \lambda_3}{d_2 \lambda_1}, 0 \right)
\]

\[
= \begin{cases} 
\left( \frac{\lambda_1 - d_1 k_1}{k_L}, \frac{\lambda_1 - d_1 k_1}{d_1}, \frac{\lambda_3}{\lambda_4}, \frac{\lambda_1 - d_1 k_1}{d_2 \lambda_1} \right), & \text{if } \lambda_1 < d_1 k_1, \\
(0,0,0,0,0), & \text{if } \lambda_1 > d_1 k_1.
\end{cases}
\]

In a similar manner, we proceed in the plane \( C_3 = \frac{\lambda_5}{d_3} M_1 - k_3 \). The \( L_{ox} \) component of the fixed points in this plane verify the following equation, that is obtained from equations (4.32) and (4.33):

\[
- d_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right) L_{ox}^2 + \left( \lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right) - d_1 (k_1 - k_3) \right) L_{ox} - k_3 \lambda_1 = 0. \tag{4.38}
\]

Equation (4.38) admits two solutions:

\[
L_{oxu} = \frac{\lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right) - d_1 (k_1 - k_3) - \sqrt{\lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right) - d_1 (k_1 - k_3)}^2 - 4d_1 k_3 \lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right)}{2d_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right)}, \quad \text{and}
\]

\[
L_{ox2} = \frac{\lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right) - d_1 (k_1 - k_3) + \sqrt{\lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right) - d_1 (k_1 - k_3)}^2 - 4d_1 k_3 \lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right)}{2d_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right)}.
\]

Upon that, we consider the following inequalities:

- **Condition A:**

\[
\left( \lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right) - d_1 (k_1 - k_3) \right)^2 - 4d_1 k_3 \lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right) > 0.
\]
The stability analysis of the fixed points is investigated analytically for conditions A, B and C are satisfied.

- Condition B:
  \[ \lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right) - d_1 (k_1 - k_3) > 0. \]

- Condition C:
  \[ \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} L_{ox_2} - k_3 > 0. \]

For simplicity, when conditions A and B are satisfied and \( k_1 < k_3 \), we assume that:

\[ -\lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right) - d_1 (k_1 - k_3) + \sqrt{\left( \lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right) - d_1 (k_1 - k_3) \right)^2 - 4d_1 k_3 \lambda_1 \left( 1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} \right)} < 0. \]

In case that conditions A, B and C are verified, there exists two fixed points \( E_u \) and \( E_2 \) in the plane \( C_3 = \lambda_\frac{\lambda_4}{d_3} M_1 - k_3 \), where:

\[ E_u = \left( \begin{array}{c} \frac{\lambda_1}{k_L} L_{ox_u} + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} L_{ox_u} - k_3 \\ \frac{\lambda_1}{k_L} L_{ox_u} + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} L_{ox_u} - k_3 \end{array} \right), \]

and

\[ E_2 = \left( \begin{array}{c} \frac{\lambda_1}{k_L} L_{ox_2} + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} L_{ox_2} - k_3 \\ \frac{\lambda_1}{k_L} L_{ox_2} + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1} L_{ox_2} - k_3 \end{array} \right). \]

**Proposition 4.1.** When \( \lambda_2 = P_0 = 0 \), the system \((4.22)-(4.26)\) always has two fixed points, \( E_0 \) and \( E_1 \), belonging to the plane \( C_3 = 0 \), and two other fixed points, \( E_u \) and \( E_2 \), in the plane \( C_3 = \lambda_\frac{\lambda_4}{d_3} M_1 - k_3 \) provided that conditions A, B and C are satisfied.

**Stability analysis:** The stability analysis of the fixed points is investigated analytically for \( E_0 \) and \( E_1 \), and numerically for \( E_u \) and \( E_2 \).

We start by considering the case where \( \alpha > \alpha_0 \).

At \((0,0,0,0,0)\), the Jacobian matrix reads:

\[ J = \begin{bmatrix} -k_L & \frac{\lambda_1}{k_1} & 0 & 0 & \frac{\lambda_1}{k_1} \\ k_L & -d_1 & 0 & 0 & 0 \\ 0 & \frac{\lambda_3}{k_1} & -\lambda_4 & 0 & \frac{\lambda_1}{k_1} \\ 0 & 0 & \lambda_4 & -d_2 & 0 \\ 0 & 0 & 0 & 0 & -d_3 \end{bmatrix}. \]

Clearly, the point \((0,0,0,0,0)\) is stable if and only if \( d_1 k_1 > \lambda_1 \).
Figure 4. Numerical simulations showing the stability of the fixed points when conditions A, B and C are satisfied and $\lambda_1 < \frac{d_1 k_1 \lambda_4}{\lambda_3 \lambda_5 - d_2 d_3 k_3}$. The trajectories are obtained by exhibiting the system of ODE’s from different starting points.

At the point \( \left( \frac{\lambda_1 \lambda_4}{k_L}, \frac{\lambda_1 - d_1 k_1}{d_1}, \frac{\lambda_3 \lambda_1 - d_1 k_1}{\lambda_4}, \frac{\lambda_3}{d_2 \lambda_1} (\lambda_1 - d_1 k_1), 0 \right) \), the Jacobian matrix becomes:

\[
J = \begin{bmatrix}
-k_L & \frac{k_1}{\lambda_1} & 0 & 0 & \frac{k_1}{\lambda_1} \\
-\frac{k_1}{\lambda_1} & 0 & 0 & 0 & 0 \\
\frac{\lambda_1 k_1}{\lambda_4^2} & 0 & -\frac{\lambda_4}{\lambda_4} & 0 & \frac{\lambda_3 k_1}{\lambda_4} \\
0 & 0 & \lambda_4 & -d_2 & 0 \\
0 & 0 & 0 & 0 & \frac{\lambda_5 \lambda_3 (\lambda_1 - d_1 k_1)}{k_3 d_2 \lambda_1} - d_3
\end{bmatrix}.
\]

Therefore, this point is stable if and only if $d_1 k_1 < \lambda_1$ and $\frac{\lambda_5 \lambda_3 (\lambda_1 - d_1 k_1)}{k_3 d_2 \lambda_1} < d_3$.

We deduce from above that $E_0$ is always unstable. While $E_1$ is stable if $d_1 k_1 > \lambda_1$ or if $d_1 k_1 < \lambda_1$ and $\frac{\lambda_5 \lambda_3 (\lambda_1 - d_1 k_1)}{k_3 d_2 \lambda_1} < d_3$. We also notice that if $d_1 k_1 < \lambda_1$, $\lambda_5 > \frac{d_2 d_3 k_3}{\lambda_3}$ and $\frac{\lambda_5 \lambda_3 (\lambda_1 - d_1 k_1)}{k_3 d_2 \lambda_1} < d_3$ then the point $E_1$ is stable in the plane $C_3 = 0$. Regarding the stability of the points $E_u$ and $E_2$, the numerical simulations show that $E_u$ is always unstable and $E_2$ is always stable when they exist. Figure 4 shows the numerical simulations and highlights the stability of the fixed points.

When $\alpha < \alpha_0$, clearly this system has only one stable equilibrium $(0, 0, 0, 0, 0)$. 

*G. Abi Younes AND N. El Khatib*
Table 2. Stability of the fixed points for $\alpha > \alpha_0$.

<table>
<thead>
<tr>
<th>Conditions A, B and C are all satisfied</th>
<th>Conditions A, B and C are not all satisfied</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_5 &gt; \frac{d_2 d_3 k_3}{\lambda_3}$</td>
<td>$\lambda_5 &lt; \frac{d_2 d_3 k_3}{\lambda_3}$</td>
</tr>
<tr>
<td>$\lambda_1 &lt; \frac{d_1 k_1 \lambda_3 \lambda_5}{\lambda_3 \lambda_5 - d_2 d_3 k_3}$</td>
<td>$\lambda_1 &gt; \frac{d_1 k_1 \lambda_3 \lambda_5}{\lambda_3 \lambda_5 - d_2 d_3 k_3}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$E_1$</th>
<th>stable</th>
<th>$\lambda_1 &lt; d_1 k_1$</th>
<th>stable</th>
<th>$\lambda_1 &gt; d_1 k_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_u$</td>
<td>unstable</td>
<td>$\lambda_1 &lt; d_1 k_1$</td>
<td>unstable</td>
<td>$\lambda_1 &gt; d_1 k_1$</td>
</tr>
<tr>
<td>$E_2$</td>
<td>stable</td>
<td>$\lambda_1 &gt; d_1 k_1 \lambda_3 \lambda_5$</td>
<td>stable</td>
<td>$\lambda_1 &lt; d_1 k_1 \lambda_3 \lambda_5$</td>
</tr>
</tbody>
</table>

Table 2 shows a classification of the fixed points existence and stability when $\alpha > \alpha_0$, according to the values of parameters.

We readily notice that when conditions A, B and C are satisfied, then $\lambda_5 > \frac{d_2 d_3 k_3}{\lambda_3}$ since otherwise:

$$\frac{d_1 k_3}{d_2 d_3 \lambda_1} L_{ox_2} - k_3 < \frac{d_1 k_3}{\lambda_1} L_{ox_2} - k_3$$

$$= \frac{k_3}{2 \lambda_1 \left(1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1}\right)} \left(-\lambda_1 \left(1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1}\right) - d_1 (k_1 - k_3)\right)$$

$$+ \sqrt{\left(\lambda_1 \left(1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1}\right) - d_1 (k_1 - k_3)\right)^2 - 4d_1 k_3 \lambda_1 \left(1 + \frac{d_1 \lambda_3 \lambda_5}{d_2 d_3 \lambda_1}\right)}}$$

$$< 0.$$

**Biological interpretations:** The fixed points $E_1$, $E_u$ and $E_2$ have the following biological interpretations:

- $E_1$ belongs to the plane $C_3 = 0$. It corresponds the state where no pro-inflammatory cytokines are elaborated. Since the key role of modulating inflammation is attributed to cytokines, then this point conforms to the disease free situation. If $\alpha < \alpha_0$, this fixed point is always stable while if $\alpha > \alpha_0$, it is stable when $\lambda_1 < \frac{d_1 k_1 \lambda_3 \lambda_5}{\lambda_3 \lambda_5 - d_2 d_3 k_3}$ or when $\lambda_1 > d_1 k_1$ and $\lambda_3 \lambda_5 (\lambda_1 - d_1 k_1) < d_2 d_3 \lambda_1 k_3$.

- $E_2$ belongs to the plane $C_3 = \frac{\lambda_5 M_1}{d_3} - k_3$. It represents the case where LDL, ox-LDL, inflammatory immune cells and cytokines arise in the lesion. They identify the development of the inflammatory processes. Thus the point $E_2$ corresponds to the inflammatory state. When $\alpha > \alpha_0$, $E_2$ is always stable when it exists.

- $E_u$ belongs to the plane $C_3 = \frac{\lambda_5 M_1}{d_3} - k_3$. It represents a threshold between $E_1$ and $E_2$ and is always unstable.

The conditions shown in Table 2 are interpreted as follows:

- Conditions A, B and C, when satisfied, indicate that the value of the parameter $k_1$ is small. This can be interpreted by inadequate effectiveness of endothelial regulators role, associated with an impaired vasodilation of the endothelium with a high permeability.

- When $\lambda_1 < d_1 k_1$ or when $d_1 k_1 < \lambda_1 < \frac{d_1 k_1 \lambda_3 \lambda_5}{\lambda_3 \lambda_5 - d_2 d_3 k_3}$, then the rate of LDL subendothelial penetration ($\lambda_1$) is moderate. Otherwise, it is considerable and critical.

- The condition $\lambda_5 > \frac{d_1 d_2 k_3}{\lambda_3}$ determines a high secretion of pro-inflammatory cytokines.
The following conclusions can be drawn from the stability analysis:

- The transcytosis of LDL across the endothelium when regulated by a healthy glycocalyx ($\alpha < \alpha_0$) does not lead to subendothelial accumulation and aggregation of LDL. This prevents inflammation and avoids plaque buildup.

- However, in the presence of certain cardiovascular risks, endothelial disruption is associated with compromised glycocalyx ($\alpha > \alpha_0$). The entrance of LDL in the arterial intima is then determined by endothelial vesicles, and open endothelial junctions. Therefore, LDL particles become more likely to aggregate and be retained in situ. At this stage, the inflammation may be triggered depending on the intimal LDL particles concentration and endothelial hyperpermeability.

- In case of high endothelial permeability (conditions A, B and C are satisfied), we can elaborate the following:
  - Destabilization of the endothelium always requires a high release of pro-inflammatory cytokines ($\lambda_5 > \frac{d_1d_2k_3}{\lambda_3}$).
  - For a low rate of LDL penetration ($\lambda_1$), no inflammation is triggered normally ($E_1$ stable). However, endothelial hyperpermeability is a marker of vascular inflammatory state that induces the overexpression of inflammatory mediators. This may activates the inflammatory cascades within the intima: LDL oxidation, recruitment of inflammatory monocytes, macrophage accumulation, which induces LDL oxidation, and macrophage generation of inflammatory mediators. A positive feedback loop is then formed, which generates and promotes expansion of the atherosclerotic process ($E_2$ stable). Therefore, even an insignificant lipid deposition may initiate the inflammation. Thus, this case highlights the fact that LDL can be involved in the development of atherosclerosis as an initiator, without necessarily being a major factor.
  - A high penetration of LDL to the intima leads to inflammation ($E_2$ stable). However, in patients with cytokine deficiency diseases ($C_3 = 0$), such as asthma, dermatitis and meningitis, autoinflammatory disorders are known to occur. These disorders are characterized by unprovoked episodes of inflammation and relative lack of autoimmune pathology. Then the inflammation is not fully established ($E_1$ stable). Therefore, destabilized endothelium resulting in an increased vascular permeability promotes the disease severity according to lipid deposition.

- When conditions A, B and C are not all satisfied, the endothelial permeability is considered to be moderate. In this case, the rate of LDL penetration and the rate pro-inflammatory cytokines production can acquire large or low values. We note that an excessive LDL penetration leads absolutely to a high LDL oxidation. Therefore, a large production of pro-inflammatory cytokines and/or a large penetration of LDL promote the endothelial permeability. However, due to different factors, such as nitric oxide and HDL, the endothelial permeability gets regulated. For this reason we may have a balanced endothelial permeability while the endothelial dysfunction is detected ($\alpha > \alpha_0$) and the secretion of inflammatory cytokines or the penetration of LDL is high. Hence we conclude the following:
  - The vascular function regulators, such as NO and HDL, exhibit vasoprotective effects and contribute in improving endothelial function and homeostasis. The improvement/reversal of endothelial dysfunction is beneficial in the inhibition of inflammatory responses.
  - In general, a low LDL penetration to the intima does not initiate an inflammation whereas an increased LDL penetration favors atherogenesis.

**Risk zones diagram:** We used data reported in the literature to display reliable results and to provide predictive outcomes. In Table 3, we list values for some parameters used in our model. Using data of Table 3, we distinguish, in Figure 5, three different zones, according to the values of the parameters $\lambda_1$ and $k_1$. We note that the values in Table 3 verify the condition: $\lambda_5 > \frac{d_2d_3k_3}{\lambda_3}$. 
### Table 3. Values of some parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_3$</td>
<td>$1.296 \text{ pg cm}^{-3} \text{day}^{-1}$</td>
<td>[26, 42]</td>
</tr>
<tr>
<td>$\lambda_4$</td>
<td>$8.64 \times 10^{-2} \text{day}^{-1}$</td>
<td>[42]</td>
</tr>
<tr>
<td>$\lambda_5$</td>
<td>$4.2 \text{day}^{-1}$</td>
<td>[17]</td>
</tr>
<tr>
<td>$k_3$</td>
<td>$70 \text{ pg cm}^{-3}$</td>
<td>[26]</td>
</tr>
<tr>
<td>$d_1$</td>
<td>$2.0736 \text{day}^{-1}$</td>
<td>[42]</td>
</tr>
<tr>
<td>$d_2$</td>
<td>$1.5 \times 10^{-2} \text{day}^{-1}$</td>
<td>[26]</td>
</tr>
<tr>
<td>$d_3$</td>
<td>$1.188 \text{day}^{-1}$</td>
<td>[26]</td>
</tr>
</tbody>
</table>

**Figure 5.** This figure shows three different zones, according to the values of the parameters $\lambda_1$ and $k_1$. Zone III is of high risk of inflammation. Zone I is a zone of low risk where the inflammation is unlikely to develop. Zone II is of intermediate risk where the inflammation may possibly occur.

- In Zone I, conditions A, B and C are not all verified and $\lambda_1 < \frac{d_1 k_1 \lambda_3 \lambda_5}{\lambda_3 \lambda_5 - d_2 d_3 k_3}$. Hence, it is a zone of low risk of inflammation.
- In Zone II, conditions A, B and C are satisfied but $\lambda_1 < \frac{d_1 k_1 \lambda_3 \lambda_5}{\lambda_3 \lambda_5 - d_2 d_3 k_3}$. It corresponds to an intermediate risk zone, when the inflammation may or may not develop.
- In Zone III, the condition $\lambda_1 > \frac{d_1 k_1 \lambda_3 \lambda_5}{\lambda_3 \lambda_5 - d_2 d_3 k_3}$ is satisfied along with conditions A, B and C. It is a zone of high risk of cardiovascular inflammation.

Thus, in this section, we study the reduced monotone system (4.27)–(4.31) for $\lambda_2 = P_0 = 0$, where the endothelial permeability indicator is variable. The study leads to the existence of at most four fixed points $E_0$, $E_1$, $E_u$ and $E_2$. The stability analysis of the fixed points is investigated analytically for $E_0$ and $E_1$, and numerically for $E_u$ and $E_2$. It is determined by the value of $H(\alpha)$ that refers to the endothelial functionality. $E_0$ is always unstable. If $\alpha < \alpha_0$ (normal endothelium), $E_1$ is stable and $E_u$ and $E_2$ do not exist. For $\alpha > \alpha_0$, the stability analysis is summarized in Table 2. Then we give a biological description for the equilibria, and we deduce a biological interpretation. Finally, we use data found in literature (in Tab. 3) to elaborate a risk map in Figure 5 that shows different zones of different risk levels.
4.1.2. Reduced model with constant $P$

In this section we consider the term $P$ to be a $P = H(\alpha)p$ where $H(\alpha)$ is defined above and $p$ is a constant. The kinetic system of system (4.15)–(4.19) is then equivalent to the following system:

$$M_1 = f_1(L_{ox}) := \frac{d_1 L_{ox} + (\lambda_3 - \lambda_1) P}{d_2},$$

(4.39)

$$M_1 = f_2(L_{ox}) := \frac{\lambda_3 P(k_2 + L_{ox})}{(\lambda_2 + d_2) L_{ox} + d_2 k_2},$$

(4.40)

$$\lambda_5 \frac{C_3}{k_3 + C_3} M_1 - d_3 C_3 = 0,$$

(4.41)

$$L = \frac{\lambda_1}{k_L} P,$$

(4.42)

$$A_1 = \frac{\lambda_3}{\lambda_4} P.$$  

(4.43)

The intersection points between $f_1$ and $f_2$ satisfy the following equation in $L_{ox}$:

$$d_1(\lambda_2 + d_2) L_{ox}^2 + (\lambda_2 \lambda_3 P + d_1 d_2 k_2 - \lambda_1 (\lambda_2 + d_2) P)L_{ox} - \lambda_1 d_2 k_2 P = 0$$

(4.44)

Equation (4.44) admits a positive discriminant. Therefore, it has two real solutions, having a negative product. The positive solution is:

$$L_{ox} = \frac{-(\lambda_2 \lambda_3 P + d_1 d_2 k_2 - \lambda_1 (\lambda_2 + d_2) P) + \sqrt{(\lambda_2 \lambda_3 P + d_1 d_2 k_2 - \lambda_1 (\lambda_2 + d_2) P)^2 + 4 d_1 \lambda_1 d_2 k_2 (\lambda_2 + d_2) P}}{2 d_1 (\lambda_2 + d_2)}.$$  

Hence, the fixed points of system (4.15)–(4.19), for $P = H(\alpha)p$, are: $E_1 = (\frac{\lambda_1}{k_L} P, L_{ox_1}, \frac{\lambda_3}{\lambda_4} P, M_{1e}, 0)$ and $E_2 = (\frac{\lambda_1}{k_L} P, L_{ox_2}, \frac{\lambda_3}{\lambda_4} P, M_{1e}, \frac{\lambda_3 M_{1e}}{d_3} - k_3)$, where $M_{1e} = f_1(L_{ox}) = f_2(L_{ox}) > 0$. The Jacobian matrix of system (4.15)–(4.19) reads as follows:

$$J = \begin{bmatrix}
-k_L & 0 & 0 & -\lambda_2 \frac{k_2 M_1}{(k_2 + L_{ox})^2} & 0 \\
0 & -\lambda_2 \frac{k_2 M_1}{(k_2 + L_{ox})^2} - d_1 & 0 & 0 & -\lambda_2 \frac{L_{ox}}{k_2 + L_{ox}} \\
0 & 0 & -\lambda_4 & 0 & 0 \\
0 & 0 & -\lambda_2 \frac{L_{ox}}{k_2 + L_{ox}} & \lambda_4 & -\lambda_2 \frac{L_{ox}}{k_2 + L_{ox}} - d_2 \\
0 & 0 & 0 & \lambda_5 \frac{k_3 M_1}{k_3 + C_3} & \lambda_5 \frac{k_3 M_1}{(k_3 + C_3)^2} - d_3
\end{bmatrix}. $$
The eigenvalues $\eta_i$'s of $E_1$ are solutions of the following equation in $\eta$:

$$\left( \frac{\lambda_5 M_{1e}}{k_3} - d_3 - \eta \right) (-k_L - \eta)(-\lambda_4 - \eta).$$

$$\left[ (-\lambda_2 \frac{L_{oxe}}{k_2 + L_{oxe}} - d_2 - \eta)(-\lambda_2 k_2 M_{1e} \frac{1}{(k_2 + L_{oxe})^2} - d_1 - \eta) - \frac{\lambda_2^2 k_2 L_{oxe} M_{1e}}{(k_2 + L_{oxe})^3} \right] = 0$$

(4.45)

Let us examine the equation:

$$(-\lambda_2 \frac{L_{oxe}}{k_2 + L_{oxe}} - d_2 - \eta)(-\lambda_2 k_2 M_{1e} \frac{1}{(k_2 + L_{oxe})^2} - d_1 - \eta) - \frac{\lambda_2^2 k_2 L_{oxe} M_{1e}}{(k_2 + L_{oxe})^3} = 0.$$ 

If we denote $a = \frac{\lambda_2 L_{oxe}}{k_2 + L_{oxe}}$ and $b = \frac{\lambda_2 k_2 M_{1e}}{(k_2 + L_{oxe})^2}$, the latter equation can be written as follows:

$$\eta^2 + \eta(a + d_2 + b + d_1) + ad_1 + bd_2 + d_1 d_2 = 0.$$ 

Its corresponding discriminant is: $D = (a + d_2 - (b + d_1))^2 + 4ab > 0$. Then there are two real solutions having a positive product and a negative sum. Therefore, this equation admits two real negative solutions.

We deduce that the point $E_1$ is stable if $\frac{\lambda_5 M_{1e}}{d_3} < k_3$.

Similarly, the point $E_2$ is stable if $\frac{\lambda_5^2 k_3}{\lambda_5 M_{1e}} < d_3$, which is equivalent to $\frac{\lambda_5 M_{1e}}{d_3} > k_3$.

Since we are considering only positive solutions, then the point $E_2$ is stable when it exists. When $E_2$ does not exist, then $E_1$ becomes stable.

**Proposition 4.2.** If $\alpha < \alpha_0$, the only fixed point is $E_1 = (0, 0, 0, 0, 0)$ and it is stable. While if $\alpha > \alpha_0$, there may be either one fixed point $E_1$ or two fixed points $E_1$ and $E_2$. $E_2$ exists when $\frac{\lambda_5 M_{1e}}{d_3} - k_3 > 0$ and is stable when it exists. Whereas $E_1$ always exists and is unstable when $E_2$ exists.

We notice that:

$$\frac{\lambda_5 M_{1e}}{d_3} - k_3 > 0 \iff \frac{\lambda_5 (d_1 L_{oxe} + (\lambda_3 - \lambda_1) P)}{d_3 d_2} - k_3 > 0$$

$$\iff \lambda_5 (d_1 L_{oxe} + \lambda_3 P) > d_3 d_2 k_3 + \lambda_5 \lambda_1 P$$

Then the inequality $\frac{\lambda_5 M_{1e}}{d_3} > k_3$ correlates with a high penetration of LDL into the intima (high $\lambda_1$).

As shown in the section above, $E_1$ and $E_2$ illustrate the disease free and the inflammatory states respectively. The following conclusions derive from this study:

- When no endothelial dysfunction is detected, the inflammation does not develop ($E_1$ stable).
- Otherwise, if the penetration of LDL to the intima is moderate, then no inflammation is triggered ($E_1$ stable). But, a high penetration of LDL leads to the inflammation ($E_2$ stable).

We recall that the above results are found for $\lambda_2 \geq 0$ and $P_0 \geq 0$. This reduced model with a constant permeability indicator term shows that we are able to retrieve the results of Section 4.1.1 even for strictly positive values of $\lambda_2$ and $P_0$.

As a conclusion for this section, we study the reduced system (4.27)–(4.31) for $\lambda_2 > 0$ and $P_0 > 0$ where the endothelial permeability indicator is constant. The analysis leads to the existence of at most two fixed points.
$E_1$ and $E_2$. The stability analysis of the fixed points is investigated analytically and is determined by the value of $H(\alpha)$ that refers to the endothelial functionality. If $\alpha < \alpha_0$ (normal endothelium), $E_1$ is the only fixed point and it stable. Otherwise, $E_1$ and $E_2$ are the fixed points. When $E_1$ is stable, $E_2$ is unstable, and vice versa. Then we give a biological description for the equilibria, and we deduce a biological interpretation of the results. The conclusions drawn from this model are in line with the results of the previous subsection.

5. Perturbed solutions

In this section, we investigate the existence and the stability of solutions for system (4.22)–(4.26) when $P_0 > 0$ and $\lambda_2 > 0$ by applying the implicit function theorem.

We start by fixing $\lambda_2 = 0$ and considering $P_0 > 0$ in equations (4.22)–(4.26). First, we check the existence of a solution near $E_1$ when $P_0$ is in a small neighborhood of 0 then we investigate its stability. We retrieve the same results for $E_2$ by proceeding in the same manner.

Let the operator $A(P_0,U) : B(0,1) \times C^2([0,1]) \to C^0([0,1])$ be given in a neighborhood $D$ of the point $(0,E_1) \in B(0,1) \times C^2([0,1])$ such that $A(P_0,U) = F(U) + P_0f(x)$, where:

$$U = \begin{bmatrix} L \\ L_{ox} \\ A_1 \\ M_1 \\ C_3 \end{bmatrix}, \quad F(U) = \begin{bmatrix} \lambda_1 H(\alpha) \frac{L_{ox} + C_3}{k_1 + L_{ox} + C_3} - k_L L \\ \lambda_3 H(\alpha) \frac{L_{ox} + C_3}{k_1 + L_{ox} + C_3} - \lambda_4 A_1 \\ \lambda_3 H(\alpha) \frac{L_{ox} + C_3}{k_1 + L_{ox} + C_3} - \lambda_4 A_1 \\ \lambda_3 H(\alpha) \frac{L_{ox} + C_3}{k_1 + L_{ox} + C_3} - \lambda_4 A_1 \\ \lambda_3 H(\alpha) \frac{L_{ox} + C_3}{k_1 + L_{ox} + C_3} - \lambda_4 A_1 \end{bmatrix}$$

and $f(x) = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}$.

We assume that $U(x)$ is a non negative-valued function of class $C^2([0,1])$ such that $U(0) = 0$ and $U(1) = 0$. The function $F(U)$ is of class $C^1$ and $F(E_1) = 0$.

We have that $A(0,E_1) = 0$. Moreover, the eigenvalues of the Jacobian matrix of system (4.22)–(4.26) at $E_1$, are $-d_2$, $-\lambda_4$, $-k_L - d_1 + \sqrt{(k_L - d_1)^2 + 4k_L \lambda_1 k_1}$, $-k_L - d_1 + \sqrt{(k_L - d_1)^2 + 4k_L \lambda_1 k_1}$, $-\lambda_5 \lambda_1 - d_1 k_1 + \sqrt{(\lambda_1 - d_1 k_1)^2}$, and none of these eigenvalues is zero.

Then there exists an operator $\Phi$ given in some neighborhood $G \subset B(0,1)$ of the point 0 such that it maps this neighborhood into the space $C^2([0,1])$ and satisfies the following properties:

1. $A(P_0, \Phi(P_0)) = 0$ in $G$.
2. $\Phi(0) = E_1$.
3. $\Phi$ is continuous at 0.

Let us denote $F_1 = \Phi(E_1)$. Particularly, when $P_0 \in G$ and $P_0 > 0$, the system admits a solution $F_1$ near $E_1$. We note that, even when $E_1 = (0,0,0,0,0)$, $F_1$ lies in the positive half-space. In fact, when $P_0 > 0$, in the plane $C_3 = 0$, the fixed points $E_0$ and $E_1$ of the system are the intersection points between $M_1 = \frac{d_1 \lambda_3}{d_2 \lambda_1} P_0 + L_{ox}$ and $M_1 = \frac{\lambda_3 P_0 + L_{ox}}{d_2 k_1 + L_{ox}}$. Therefore, the $L_{ox}$-coordinate of $E_0$ and $E_1$ are $\frac{\lambda_1 - d_1 k_1 - \sqrt{(\lambda_1 - d_1 k_1)^2 + 4\lambda_1 P_0 d_1}}{2d_1}$ and $\frac{\lambda_1 - d_1 k_1 + \sqrt{(\lambda_1 - d_1 k_1)^2 + 4\lambda_1 P_0 d_1}}{2d_1}$ respectively. Clearly, the $L_{ox}$-coordinate of $E_1$ is strictly positive.

In order to check the stability of $F_1$, we consider the Jacobian matrix of the kinetic system (4.22)–(4.26) for $\lambda_2 = 0$ at $F_1$. It is a square matrix whose elements depend smoothly on $P_0$. By Theorem A.3 of the appendix, if
\( \lambda_0 \) is a simple eigenvalue for \( P_0 = 0 \) at \( E_1 \), then for all \( \tau \) near 0 there is a corresponding eigenvalue that depends smoothly on \( P_0 \). Thus, since the eigenvalues at \( E_1 \) are all simple, when \( P_0 \) is small enough, each eigenvalue of the Jacobian matrix at \( F_1 \) lies in a small neighborhood which center is the corresponding eigenvalue of the Jacobian matrix at \( E_1 \). In other words, the eigenvalues of the Jacobian at \( F_1 \) are all real, simple and have the same sign as the eigenvalues at \( E_1 \). Then, we can deduce that \( F_1 \) is stable when \( E_1 \) is stable and when the parameter \( P_0 \) is close enough to 0.

Similarly, in order to confirm that the system (4.22)–(4.26) has two fixed points \( G_1 \) and \( G_2 \) when \( P_0 > 0 \) and \( \lambda_2 > 0 \), we consider the operator \( A^*(\lambda_2, U) : B(0, 1) \times C^2([0, 1]) \to C^0([0, 1]) \) be given in a neighborhood \( D \) of the point \( (0, F_1) \in B(0, 1) \times C^2([0, 1]) \) such that \( A^*(P_0, U) = F(U) + \lambda_2 f^*(x) \), where:

\[
U = \begin{bmatrix} L \\ L_{ox} \\ A_1 \\ M_1 \\ C_3 \end{bmatrix}, \quad F(U) = \begin{bmatrix} \lambda_1 H(\alpha) \frac{P_0 + L_{ox} + C_3}{k_1 + L_{ox} + C_3} - k_L L \\ \lambda_3 H(\alpha) \frac{P_0 + L_{ox} + C_3}{k_1 + L_{ox} + C_3} - \lambda_4 A_1 \\ \frac{L_{ox}}{k_2 + L_{ox}} M_1 \\ \frac{L_{ox}}{k_2 + L_{ox}} M_1 \\ \frac{L_{ox}}{k_2 + L_{ox}} M_1 \end{bmatrix}
\]

We proceed in the same manner as above, and we can even conclude that \( G_1 \) and \( G_2 \) are stable respectively, when \( E_1 \) and \( E_2 \) are stable.

Hence, this section is devoted to the application of the Implicit Function Theorem to the reduced model (4.22)–(4.26). We start by considering the reduced model for \( \lambda_2 = 0 \) and \( P_0 \) sufficiently small. We prove, using the Implicit Function Theorem, the existence of two fixed points \( F_1 \) and \( F_2 \) near \( E_1 \) and \( E_2 \) respectively. Then we show that the stability analysis for \( F_1 \) and \( F_2 \) correlates with the stability analysis for \( E_1 \) and \( E_2 \), by applying the Implicit Function Theorem one more time. Then, for \( \lambda_2 \) and \( P_0 \) being sufficiently small, we proceed similarly, to prove the existence and stability of the two fixed points \( G_1 \) and \( G_2 \) near \( F_1 \) and \( F_2 \).

### 6. Traveling Wave Solutions

In this section, we study the existence of traveling wave solutions of the reaction-diffusion system (4.22)–(4.26) for \( \lambda_2 = P_0 = 0 \). The system becomes:

\[
\frac{\partial L}{\partial t} = D_1 \frac{\partial^2 L}{\partial x^2} + \lambda_1 H(\alpha) \frac{L_{ox} + C_3}{k_1 + L_{ox} + C_3} - k_L L, 
\]

\[
\frac{\partial L_{ox}}{\partial t} = D_3 \frac{\partial^2 L_{ox}}{\partial x^2} + k_L L - d_1 L_{ox},
\]

\[
\frac{\partial A_1}{\partial t} = D_4 \frac{\partial^2 A_1}{\partial x^2} + \lambda_3 H(\alpha) \frac{L_{ox} + C_3}{k_1 + L_{ox} + C_3} - \lambda_4 A_1,
\]

\[
\frac{\partial M_1}{\partial t} = D_6 \frac{\partial^2 M_1}{\partial x^2} + \lambda_4 A_1 - d_2 M_1.
\]
\[
\frac{\partial C_3}{\partial t} = D_{12} \frac{\partial^2 C_3}{\partial x^2} + \lambda_5 \frac{C_3}{k_3 + C_3} M_1 - d_3 C_3.
\] (6.5)

Consider the following problem:
\[
\frac{\partial U}{\partial t} = d \frac{\partial^2 U}{\partial x^2} + F(U),
\] (6.6)

where \( U = (U_1, \ldots, U_m) \), \( F = (F_1, \ldots, F_m) \) and \( d \) is a diagonal matrix with positive diagonal elements.

A traveling wave solution of this latter system is a particular solution which has the form

\[
u(x, t) := \omega(x - ct),
\]

where the constant \( c \) is the speed of the wave. We assume that the traveling wave solution has the following limits:

\[
\lim_{x \to \pm \infty} \omega(x) = \omega_{\pm}.
\]

Traveling waves usually describe transition processes from one fixed point to another. The existence of traveling wave solutions of reaction-diffusion systems is ensured in either monostable or bistable cases if the system is monotone, i.e. the off-diagonal elements of its Jacobian are positive (see [56], Chap. 4, Thms. 1.6 and 1.7). These results can be extended if the off-diagonal elements of the Jacobian are non negative.

The following theorem gives the existence of waves in the bistable case.

**Theorem 6.1.** Suppose that \( F(\omega_+) = F(\omega_-) = 0 \), where \( \omega_+ < \omega_- \) (the inequality is component-wise) and the matrices \( F'(\omega_{\pm}) \) have all eigenvalues in the left half-plane. Suppose also that there exists a finite number of points \( \omega^j \neq \omega_{\pm}, \quad j = 1, \ldots, k \) such that \( \omega_+ \leq \omega^j \leq \omega_- \), \( F'(\omega^j) = 0 \) and each matrix \( F'(\omega^j) \) has at least one eigenvalue in the right half-plane. If the matrices \( F'(\omega^j) \) are irreducible with their principal eigenvalues found in the right half-plane then there exist a constant \( c \) and a unique monotonically decreasing traveling wave solution \( \nu(x, t) = \omega(x - ct) \) of system (6.6) with the limits \( \omega(\pm \infty) = \omega_{\pm} \).

The following theorem gives the existence of waves in the monostable case.

**Theorem 6.2.** Suppose that \( F(\omega_+) = F(\omega_-) = 0 \), where \( \omega_+ < \omega_- \) (the inequality is component-wise), and there are no other zeros of the function \( F(\omega) \) for \( \omega_+ \leq \omega \leq \omega_- \). Assume that the matrix \( F'(\omega_-) \) has all eigenvalues in the left half-plane while the matrix \( F'(\omega_+) \) has an eigenvalue with a positive real part. Then there exists a constant \( c^* \) such that \( \forall c \in [c^*, \infty] \), there exists a monotonically decreasing traveling wave solution \( \nu(x, t) = \omega(x - ct) \) of system (6.6) of velocity \( c^* \) with the limits \( \omega(\pm \infty) = \omega_{\pm} \).

**Proof.** For a detailed proof of these theorems, one can refer to [56], Chapter 4, Theorem 1.6 and Theorem 1.7.

In what follows, we establish the existence of traveling wave solutions of system (6.1)–(6.5), then we show some numerical results that illustrate the wave propagation.
In order to study traveling wave solutions of system (6.1)–(6.5), we take:

\[
U = \begin{bmatrix}
L \\
L_{ox} \\
A_1 \\
M_1 \\
C_3
\end{bmatrix},
F(U) = \begin{bmatrix}
\lambda_1 H(\alpha) \dfrac{L_{ox} + C_3}{k_1 + L_{ox} + C_3} - k_L L \\
\lambda_2 A_1 - \lambda_4 A_1 \\
\lambda_5 \dfrac{M_1 - d_3 C_3}{k_3 + C_3} \\
\end{bmatrix}
\]

where \( \lambda_1 \) and \( \lambda_2 \) are non negative.

A traveling wave solution is of the form:

\[
\begin{pmatrix}
L(x, t) \\
L_{ox}(x, t) \\
A_1(x, t) \\
M_1(x, t) \\
C_3(x, t)
\end{pmatrix} := \omega(x - ct),
\]

where the constant \( c \) is the speed of the wave. In our study, such solutions describe propagation of the inflammation.

We are interested in bounded solutions of system (6.1)–(6.5) on the whole axis. We consider the theoretical space domain to be the entire real line \( ] -\infty, \infty[ \) and we assume that the traveling wave solution have limits at infinity:

\[
\lim_{x\to\pm\infty} \omega(x) = \omega_\pm,
\]

with \( \omega_+ \) and \( \omega_- \) being two fixed points of system (6.1)–(6.5).

**Proposition 6.3.** The vector-valued function \( F(U) \) satisfies the condition \( \frac{\partial F_i}{\partial U_j} \geq 0, i, j = 1, \ldots, 5, i \neq j \), where \( U_j \) is the \( j \)th component of \( U \).

**Proof.** The Jacobian matrix of system (6.1)–(6.5) reads:

\[
J = \begin{bmatrix}
-k_L & \lambda_1 H(\alpha) \frac{k_1}{(k_1 + L_{ox} + C_3)^2} & 0 & 0 & \lambda_1 H(\alpha) \frac{k_1}{(k_1 + L_{ox} + C_3)^2} \\
k_L & -d_1 & 0 & 0 & 0 \\
0 & \lambda_3 H(\alpha) \frac{k_1}{(k_1 + L_{ox} + C_3)^2} & -d_2 & \lambda_3 H(\alpha) \frac{k_1}{(k_1 + L_{ox} + C_3)^2} \\
0 & 0 & \lambda_4 & \lambda_5 \frac{M_1}{k_3 + C_3} & \lambda_5 \frac{M_1}{k_3 + C_3}^2 - d_3 \\
0 & 0 & 0 & \lambda_5 \frac{M_1}{k_3 + C_3} & \lambda_5 \frac{M_1}{k_3 + C_3}^2 - d_3 \\
\end{bmatrix}
\]

The off-diagonal elements of \( J \) are non negative.

**Theorem 6.4.** Suppose that conditions A, B and C are satisfied. Suppose also that \( \lambda_5 > \frac{d_2 d_3 k_3}{\lambda_3} \) and \( \lambda_1 < \frac{d_1 k_2 \lambda_3}{\lambda_5 d_2 d_3 k_3} \). If \( \lambda_1 \neq d_1(k_1 + k_3 - \frac{\lambda_3 \lambda_5}{d_2 d_3} + 2\sqrt{k_3 k_1}) \) and \( \lambda_1 \neq d_1(k_1 + k_3 - \frac{\lambda_3 \lambda_5}{d_2 d_3} - 2\sqrt{k_3 k_1}) \) then there exist a constant \( c \) and a unique monotonically decreasing traveling wave solution \( u(x, t) = \omega(x - ct) \) of system (6.1)–(6.5) with the limits \( \omega(\pm\infty) = \omega_\pm \) where \( \omega_+ \) and \( \omega_- \) are the stable fixed points of the system.
Proof. Suppose that conditions A, B and C are verified and that \( \lambda_5 > \frac{d_2d_3k_3}{\lambda_3} \) and \( \lambda_1 < \frac{-d_1k_1\lambda_3\lambda_5}{\lambda_3\lambda_5 - d_2d_3k_3} \), then the latter problem admits two different stable fixed points \( E_1 \) and \( E_2 \) and one unstable fixed point \( E_u \). If we denote by \( \omega_+ = E_1, \omega_- = E_2, \) and \( \omega_1 = E_u \), then \( F(\omega_+) = F(\omega_-) = 0, \omega_+ < \omega_- \) (the inequality is component-wise) and the matrices \( F'(\omega_\pm) \) have all eigenvalues in the left half-plane. Moreover, there exists one point \( \omega^1 \neq \omega_\pm \), such that \( \omega_+ \leq \omega^1 \leq \omega_- \), \( F(\omega^1) = 0 \) and the matrix \( F'(\omega^1) \) has at least one eigenvalue in the right half-plane. In addition to that, \( F'(E_u) \) is irreducible since it has a strongly connected digraph as shown in Figure 6. Since \( E_u \) is unstable then the corresponding Jacobian has at least one eigenvalue of non negative real part. Therefore, its principal eigenvalue has a nonnegative real part. To ensure that this eigenvalue lies in the right half-space, we impose that the determinant of the Jacobian matrix at \( E_u \) is different from zero. This latter condition is equivalent to having \( \lambda_1 \neq d_1(k_1 + k_3 - \frac{\lambda_3\lambda_5}{d_2d_3} + 2\sqrt{k_3k_1}) \) and \( \lambda_1 \neq d_1(k_1 + k_3 - \frac{\lambda_3\lambda_5}{d_2d_3} - 2\sqrt{k_3k_1}) \). Therefore, by Theorem 6.1 there exists, in the bistable case, a constant \( c \) and a monotonically decreasing traveling wave solution \( u(x,t) = \omega(x - ct) \) of system (6.1)–(6.5) with the limits \( \omega(\pm \infty) = \omega_\pm \) if \( \lambda_1 \neq d_1(k_1 + k_3 - \frac{\lambda_3\lambda_5}{d_2d_3} + 2\sqrt{k_3k_1}) \) and \( \lambda_1 \neq d_1(k_1 + k_3 - \frac{\lambda_3\lambda_5}{d_2d_3} - 2\sqrt{k_3k_1}) \). We note that if \( \lambda_1 = d_1(k_1 + k_3 - \frac{\lambda_3\lambda_5}{d_2d_3} + 2\sqrt{k_3k_1}) \) or \( \lambda_1 = d_1(k_1 + k_3 - \frac{\lambda_3\lambda_5}{d_2d_3} - 2\sqrt{k_3k_1}) \), the reduced system admits a traveling wave solution in the bistable case, if the Jacobian matrix at \( E_u \) has at least an eigenvalue of strictly positive real part.

\[ \text{Theorem 6.5.} \quad \text{If conditions A, B and C are satisfied,} \quad \lambda_5 > \frac{d_2d_3k_3}{\lambda_3} \quad \text{and} \quad \lambda_1 > \frac{-d_1k_1\lambda_3\lambda_5}{\lambda_3\lambda_5 - d_2d_3k_3}, \quad \text{or if not all conditions} \quad A, \quad B \quad \text{and} \quad C \quad \text{are satisfied, then there exists a constant} \quad c^* \quad \text{such that} \quad \forall \, c \in [c^*, \infty[, \quad \text{there exists a monotonically decreasing traveling wave solution} \quad u(x,t) = \omega(x - ct) \quad \text{of system} \quad (6.1)–(6.5) \quad \text{of velocity} \quad c \quad \text{with the limits} \quad \omega(\pm \infty) = \omega_\pm, \quad \text{where} \quad \omega_+ \quad \text{and} \quad \omega_- \quad \text{are the fixed points of the system.} \]

Proof. Under the conditions of the latter theorem, system (6.1)–(6.5) admits one stable fixed point \( E_1 \) and one unstable fixed point \( E_2 \). We let \( \omega_+ = E_2, \omega_- = E_1 \). Then, we have \( F(\omega_+) = F(\omega_-) = 0, \omega_+ < \omega_- \) (the inequality is component-wise), and there are no other zeros of the function \( F(\omega) \) for \( \omega_+ \leq \omega \leq \omega_- \). Moreover, \( F'(\omega_+) \) has all eigenvalues in the left half-plane while the matrix \( F'(\omega_-) \) has an eigenvalue with a positive real part. Then, by Theorem 6.2, there exists a constant \( c^* \) such that \( \forall \, c \in [c^*, \infty[, \quad \text{there exists a monotonically decreasing traveling wave solution} \quad u(x,t) = \omega(x - ct) \quad \text{of system} \quad (6.1)–(6.5) \quad \text{of velocity} \quad c \quad \text{with the limits} \quad \omega(\pm \infty) = \omega_\pm. \]
Figure 7. Numerical simulations showing the wave propagation of $C_3$ when conditions A, B and C are satisfied and $\lambda_1 < \frac{d_1 k_3}{d_2 k_3}$. A large perturbation of the non inflammatory state leads to the propagation of an inflammatory reaction and a small perturbation of the non inflammatory state does not lead to the propagation of an inflammatory reaction.

The numerical solution of system (6.1)–(6.5) on the 1D interval $[0, 1]$ with homogeneous Neumann boundary conditions for the bistable case is shown in Figure 7.

In conclusion, in this section, we prove the existence of traveling wave solution for the monotone reduced system (6.1)–(6.5) in both bistable case and monostable. Theorem 6.4 proves the existence of a traveling wave solution for system (6.1)–(6.5) in the bistable case and Theorem 6.5 proves the existence of a traveling wave solution for system (6.1)–(6.5) in the monostable case.

7. Perturbed waves in the bistable case

A traveling wave solution of speed $c$ for problem

$$\frac{\partial U}{\partial t} = a \frac{\partial^2 U}{\partial x^2} + F(U), \quad (7.1)$$

where $a$ is a constant matrix, that is of the form $U(x, t) := \omega(x - ct)$, is a solution for

$$aw'' + cw' + F(\omega) = 0. \quad (7.2)$$

Suppose that $F$ is continuous together with its third derivatives. Suppose that for some $c = c_0$, there exists a solution $w_0(x)$ of this system with limits at infinity

$$\lim_{x \to \pm \infty} \omega_0(x) = \omega_{\pm}. \quad (7.3)$$

We will study persistence of solutions under small perturbations of the system. We consider the operator

$$A(\omega, c) = aw'' + cw + F(\omega), \quad (7.4)$$

acting from $C^{2+D}(\mathbb{R}) \times \mathbb{R}$ into $C^D(\mathbb{R})$, $0 < D < 1$, and the linearized operator

$$Lu = au'' + cu' + F'(\omega_0(x))u. \quad (7.5)$$
The essential spectrum is the set of complex numbers $\lambda$ satisfying the algebraic equation

$$\det(-a\xi^2 + ci\xi + F'(\omega_{\pm}) - \lambda E) = 0, \quad \xi \in \mathbb{R}. \quad (7.6)$$

Here $E$ is the identity matrix.

**Theorem 7.1.** Suppose that problem (7.2)–(7.3) has a solution $\omega_0(x)$ for some $c = c_0$. If the zero eigenvalue of the linearized operator $L$ given by (7.5) is simple and equation (7.6) with respect to $\xi$ does not have solutions for any real number $\lambda \geq 0$, then for all $\epsilon$ sufficiently small the problem

$$a\omega'' + c\omega' + G_\epsilon(\omega) = 0, \quad \omega(\pm\infty) = \omega_0^\epsilon,$$

where $G_\epsilon(\omega) = F(\omega) + \epsilon g(\omega)$ and $G_\epsilon(\omega^\epsilon_{\pm}) = 0$, has a solution $\omega_\epsilon$ for some $c = c_\epsilon$. Here $\omega_0^\epsilon \to \omega_\pm$, $c_\epsilon \to c_0$ and $||\omega_\epsilon - \omega_0||_{C^2+D(R)}$ as $\epsilon \to 0$. The functions $F$ and $g$ are uniformly bounded and continuous together with their third derivatives.

**Proof.** For a detailed proof of the theorem, one can refer to [56], Chapter 4, Theorem 1.23. \qed

System (6.1)–(6.5) for $D_1 = D_3 = D_4 = D_6 = D_{12} = a$ can be written

$$\frac{\partial U}{\partial t} = a\frac{\partial^2 U}{\partial x^2} + F(U),$$

where

$$U = \begin{bmatrix} L \\ L_{ox} \\ A_1 \\ M_1 \\ C_3 \end{bmatrix}, \text{ and } F(U) = \begin{bmatrix} \lambda_1 H(\alpha) L_{ox} + C_3 \\ k_1 L_{ox} + C_3 - k_1 L \\ k_1 L - d_1 L_{ox} \\ L_{ox} + C_3 \\ \lambda_1 A_1 - d_2 M_1 \\ C_3 M_1 - d_3 C_3 \end{bmatrix}.$$

The function $F(U)$ is continuous together with its third derivative. A traveling wave solution of velocity $c$ of this problem is of the form $\omega(x - ct) = U(x, t)$. We consider as well

$$f(U) = \begin{bmatrix} \frac{1}{k_1 + L_{ox} + C_3} \\ 0 \\ \frac{1}{k_1 + L_{ox} + C_3} \\ 0 \\ 0 \end{bmatrix} \quad \text{and} \quad f^*(U) = \begin{bmatrix} 0 \\ L_{ox} \\ 0 \\ L_{ox} \\ k_2 + L_{ox} \end{bmatrix}.$$

When conditions A, B and C are satisfied, $\lambda_5 > \frac{d_2 d_3 k_3}{\lambda_3}$ and $\lambda_1 < \frac{d_1 k_1 \lambda_3 \lambda_5}{\lambda_3 \lambda_5 - d_2 d_3 k_3}$, system (6.1)–(6.5) admits two stable equilibria $E_1$ and $E_2$ and a unique traveling wave solution $\omega_0$ of velocity $c = c_0$ connecting $E_1$ to $E_2$. The solution $\omega_0$ verifies equation (7.2) and $\lim_{x \to \pm\infty} \omega_0(x) = \omega_{\mp}$ where $\omega_+ = E_1$ and $\omega_- = E_2$. 


Theorem 7.2. When conditions A, B and C are satisfied, \( \lambda_5 > \frac{d_2d_3k_3}{\lambda_3} \) and \( \lambda_1 < \frac{d_1k_1\lambda_3}{\lambda_3\lambda_5 - d_2d_3k_3} \), then for all \( P_0 \) sufficiently small the problem

\[
a\omega'' + c\omega' + G_{P_0}(\omega) = 0, \omega(\pm\infty) = \omega_{\pm}^{P_0},
\]

where \( G_{P_0}(\omega) = F(\omega) + P_0f(\omega), G_{P_0}(\omega_{\pm}^{P_0}) = 0 \), has a solution \( \omega_{\pm}^{P_0} \) for some \( c = c_{P_0} \). Here \( \omega_{\pm}^{P_0} \rightarrow \omega_{\pm} \) as \( \omega_+ = E_1 \) and \( \omega_- = E_2, c_{P_0} \rightarrow c_0 \) and \( \|\omega_{P_0} - \omega_0\|_{C^{2+\beta}(\mathbb{R})} \rightarrow 0 \) as \( P_0 \rightarrow 0 \). The functions \( F \) and \( g \) are uniformly bounded and continuous together with their third derivatives.

Proof. The linearized operator \( Lu = au'' + cu' + F'(\omega_0(\xi))u \) has a zero eigenvalue of eigenfunction the derivative of \( \omega_0 \), the unique traveling wave solution for system (6.1)–(6.5) under the conditions of the theorem. This eigenvalue is simple since it has a one-dimensional eigenspace. The essential spectrum given by

\[
\det(-a\xi^2 + ci\xi + F'(E_1) - \lambda E) = 0, \xi \in \mathbb{R}.
\]

is the set of \( \lambda_i = \eta_i - a\xi^2 + ci\xi \), where \( \eta_i \) is an eigenvalue of the Jacobian matrix of system (6.1)–(6.5) at \( E_1 \), for \( i = 1, \ldots, 5 \). The eigenvalues \( \eta_i \)'s are all real negative since the point \( E_1 \) is stable. Therefore, the essential spectrum lies in the left half-plane and for any real number \( \lambda \geq 0 \), equation (7.10) with respect to \( \xi \) does not have solutions. Similarly, the essential spectrum given by \( \det(-a\xi^2 + ci\xi + F'(E_2) - \lambda E) = 0, \xi \in \mathbb{R} \) lies in the left half-plane. Thus, by Theorem 7.1, for all \( P_0 \) sufficiently small, problem (7.7) has a solution \( \omega_{P_0} \) for some \( c = c_{P_0} \). Here \( \omega_{P_0} \rightarrow \omega_{\pm} \) as \( \omega_+ = F_1, \omega_- = F_2, \omega_+ = E_1 \) and \( \omega_- = E_2, c_{P_0} \rightarrow c_0 \) and \( \|\omega_{P_0} - \omega_0\|_{C^{2+\beta}(\mathbb{R})} \rightarrow 0 \) as \( P_0 \rightarrow 0 \). The functions \( F \) and \( g \) are uniformly bounded and continuous together with their third derivatives.

Theorem 7.3. When conditions A, B and C are verified, \( \lambda_5 > \frac{d_2d_3k_3}{\lambda_3} \) and \( \lambda_1 < \frac{d_1k_1\lambda_3}{\lambda_3\lambda_5 - d_2d_3k_3} \), then for all \( \lambda_2 \) sufficiently small the problem

\[
a\omega'' + c\omega' + G_{\lambda_2}(\omega) = 0, \omega(\pm\infty) = \omega_{\pm}^{\lambda_2},
\]

where \( G_{\lambda_2}(\omega) = G_{P_0}(\omega) + \lambda_2f^*(\omega), G_{\lambda_2}(\omega_{\pm}^{\lambda_2}) = 0 \), has a solution \( \omega_{\lambda_2} \) for some \( c = c_{\lambda_2} \). Here \( \omega_{\pm}^{\lambda_2} \rightarrow \omega_{\pm}^{P_0} \), \( c_{\lambda_2} \rightarrow c_{P_0} \) and \( \|\omega_{\lambda_2} - \omega_{P_0}\|_{C^{2+\beta}(\mathbb{R})} \rightarrow 0 \) as \( \lambda_2 \rightarrow 0 \). The functions \( G_{\lambda_2} \) and \( f^* \) are uniformly bounded and continuous together with their third derivatives.

Proof. The linearized operator \( Lu = au'' + cu' + G_{\lambda_2}(\omega_{P_0}(\xi))u \) has a zero eigenvalue of eigenfunction the derivative of \( \omega_{P_0} \), the unique traveling wave solution for problem (7.7) under the conditions of the theorem. This eigenvalue is simple since it has a one-dimensional eigenspace. The essential spectrum, given by

\[
\det(-a\xi^2 + ci\xi + G_{\lambda_2}(F_1) - \xi E) = 0, \xi \in \mathbb{R},
\]

is the set of \( \zeta_i = \mu_i - a\xi^2 + ci\xi \), where \( \mu_i \) is an eigenvalue of the Jacobian matrix of problem (7.7) at \( F_1 \), for \( i = 1, \ldots, 5 \). The eigenvalues \( \mu_i \)'s are all real negative since the point \( F_1 \) is stable. Therefore, the essential spectrum lies in the left half-plane and for any real \( \zeta \geq 0 \), equation (7.10) with respect to \( \xi \) does not have solutions. Similarly, the essential spectrum given by \( \det(-a\xi^2 + ci\xi + G_{\lambda_2}(F_2) - \xi E) = 0, \xi \in \mathbb{R} \) lies in the left half-plane. Thus, by Theorem 7.1, for all \( \lambda_2 \) sufficiently small, problem (7.9) has a solution \( \omega_{\lambda_2} \) for some \( c = c_{\lambda_2} \). Here \( \omega_{\pm}^{\lambda_2} \rightarrow \omega_{\pm}^{P_0} \), \( \omega_+^{\lambda_2} = G_1, \omega_-^{\lambda_2} = G_2, \omega_+^{P_0} = F_1, \omega_-^{P_0} = F_2, c_{\lambda_2} \rightarrow c_{P_0} \) and \( \|\omega_{\lambda_2} - \omega_{P_0}\|_{C^{2+\beta}(\mathbb{R})} \rightarrow 0 \) as \( \lambda_2 \rightarrow 0 \). The functions \( G_{\lambda_2} \) and \( f^* \) are uniformly bounded and continuous together with their third derivatives. 

To summarize, in this section, we prove the existence of perturbed traveling wave solution for system (4.22)–(4.26) in the bistable case. Theorem 7.2 proves the existence of a traveling wave solution for system (4.22)–(4.26)
when \( \lambda_2 = 0 \) and \( P_0 \) is sufficiently small under the conditions of the bistable case. Theorem 7.3 proves the existence of a traveling wave solution for system (4.22)–(4.26) when \( \lambda_2 \) and \( P_0 \) are sufficiently small in the bistable case.

8. Transition from the reduced model to the complete model

In this section, we first examine the consistency of existence and stability of fixed points analysis of the complete model (4.1)–(4.14) for some given values of the parameters with the analysis of the reduced model (4.22)–(4.26), and we analyze bifurcation diagrams for the complete model. Next, we investigate the effect of the anti-inflammatory process on the behavior of the complete system by altering the value of the parameter \( \lambda_{PA_2} \) that generates the anti-inflammatory responses in system (4.1)–(4.14).

To begin with, the parameters of the complete system (4.1)–(4.14) in this section are chosen in an appropriate way to ensure the existence of fixed points. For this aim we assume that the parameters \( k_H, d_{A_2}, d_{M_2}, d_{T_1}, d_{T_2}, d_{C_1}, d_{C_2}, d_{C_4} \) and \( d_F \) are sufficiently big. For simplicity, we assume that they are all equal to 1. Moreover, the values of \( T_1^0 \) and \( T_2^0 \) are chosen conveniently to impose the positivity of the fixed points components \( C_1 \) and \( C_2 \).

We fix some parameters as follows: \( \sigma_H = 10^{-9}, H_0 = 10^{-9}, k_H = 1, A_2^0 = 1, \lambda_{PA_2} M_2 = 10, k_{C_5} = 0, k_4 = 0, \lambda_{C_2 A_2} = 1, k_{C_2} = 1, d_{A_2} = 1, d_{M_2} = 1, \lambda_{PT_1} = 1, T_1^0 = 15, d_{T_1} = 1, \lambda_{PT_2} = 1, T_2^0 = 15, d_{T_2} = 1, \lambda_{C_1} = 1, d_{C_1} = 1, \lambda_{C_2} = 1, d_{C_2} = 1, k = 0, \lambda_{C_4 F} = 10^{-9}, \lambda_{C_4} = 10^{-9}, d_{C_4} = 1, d_F = 1, k_{C_4} = 1 \) and \( \alpha > \alpha_0 \). We vary the remaining parameters by considering the conditions of Table 2.

The numerical study the ODE’s system for the complete model shows that the analysis of fixed points existence and stability is identical to the one for the reduced model. In other words, the fixed points of the complete model (4.1)–(4.14) for some given values of the parameters with the analysis of the reduced model (4.22)–(4.26) have the same values under the same conditions of Table 2 for very small values of \( \lambda \). The fixed points of the reduced model have the same values under the same conditions of Table 2 for very small values of \( \lambda \).

The existence and stability is identical to the one for the reduced model. In other words, the fixed points of the complete model (4.1)–(4.14) for some given values of the parameters with the analysis of the reduced model (4.22)–(4.26) have the same values under the same conditions of Table 2 for very small values of \( \lambda \). The fixed points of the reduced model have the same values under the same conditions of Table 2 for very small values of \( \lambda \).

Moreover, the common components between the fixed points of the complete model and the ones of the reduced model have the same values under the same conditions of Table 2 for very small values of \( \lambda_{PA_2} \). Additionally, the study of the PDEs system of the complete model indicates the existence of traveling wave solution having same velocity as the traveling wave solution found for the reduced model, under the same conditions of Table 2, as shown in subfigures (a) and (b) of Figure 11.

We denote by \( P_1 \) and \( P_2 \) the solutions for the complete model that correspond to \( E_1 \) and \( E_2 \) respectively, the solutions of the reduced model. \( P_1 \) corresponds to the disease free state and \( P_2 \) refers to the inflammatory state.

Therefore, for a certain range of values of some parameters, there is rigorous conformity in the stability analysis between the complete model and the reduced one. By assigning small values to the parameter \( \lambda_{PA_2} \), a significant similarity in the components values of fixed points of the complete and reduced systems is perceived. Furthermore, we noticed that the propagation of the traveling wave solutions for the reduced and complete models are identical and have the same velocities. This highlights that, for a certain range of parameters values, the inductive approach consisting of reducing the complete model and making broad generalizations of the results is valid.

The complete model provides a wider description of atherogenesis than the reduced model. To highlight the effect of endothelial permeability and intimal LDL penetration on the development of atherosclerosis, we use the bifurcation diagrams that enable the visualization of the system behavior for more general biological results.

Figure 8 shows that for a small \( k_1 \), the only stable equilibrium is \( P_2 \); for an intermediate value of \( k_1 \), the system has two stable points \( P_1 \) and \( P_2 \); and for a high value of \( k_1 \), \( P_1 \) is the only stable point. Explicitly, a high endothelial permeability leads to inflammation, a regulated endothelial permeability prevents the disease, and an intermediate permeability may lead to the development of atherosclerosis up to a certain threshold.

While in Figure 9, we examine the effect of LDL penetration by varying the parameter \( \lambda_1 \). Concretely, a low LDL penetration inhibits the initiation of inflammation (\( P_1 \) stable), an intermediate LDL penetration may trigger the inflammation up to a certain threshold (bistable case), and a high LDL penetration favors the inflammation to set up (\( P_2 \) stable). We note that in Figures 8 and 9, the parameter \( \lambda_{PA_2} \) is taken to be equal to 1.
In order to investigate the anti-inflammatory effect on the ensue of atherogenesis, we proceed by varying the parameter $\lambda_{PA2}$. Figure 10 provides the values of selected stable fixed points components, as a result of the numerical simulations of both reduced and complete models, particularly in the bistable case. Whereas, Figure 11 illustrates the projection onto the Space-Time plane for the $C_3$-component of the traveling wave solution for the reduced model and for the complete model with different values of $\lambda_{PA2}$. The subfigures show trapezoidal form with lines that separate the blue surface from the red surface. The slopes of these lines are equal to the inverse of the velocities of the traveling wave solutions.

If we gradually expand the anti-inflammatory process by increasing the value of the parameter $\lambda_{PA2}$, we identify a smooth decrease of fixed points components of pro-inflammatory mediators such as $L_{ox}$, $A_1$ and $M_1$.
Figure 10. The curves correspond to the $L_{ox}$-coordinates of the fixed points in Figure (a) and the $M_{2}$-coordinates of the fixed points in Figure (b) as function of $\lambda_{PA}$, in the bistable case. The blue curves correspond to the coordinates of $P_{1}$ and the red curves correspond to the coordinates of $P_{2}$.

Figure 11. (a)–(c) Show the projection onto the Space-Time plane for the $C_{3}$-component of the traveling wave solution, when $\lambda_{2} = P_{0} = 0$. Figure (a) corresponds to the reduced model. The other figures correspond to the complete model as follows: Figure (b) for $\lambda_{PA} = 10^{-9}$ and Figure (c) for $\lambda_{PA} = 20$. The wave propagation projection onto the Space-Time plane shows lines that form a trapezoidal-like shape. The slopes of these lines (green edges between the blue part and the red part) are equal to the inverse of the wave velocity.

and a progressive increase of the fixed points components of anti-inflammatory mediators, such as $A_{2}$ and $M_{2}$. Likewise, the traveling wave solution propagates with a gradually decreased velocity. Biologically, this highlights the regulatory effect of the anti-inflammatory responses in atherosclerosis progression. In fact, atherosclerosis regression has a significant correlation with LDL reduction, depicted when we incorporate the anti-inflammatory effects to the model. Anti-inflammatory agents are implicated in modulating inflammatory responses and contribute to reduce inflammation progression. This explains the delay in inflammation propagation observed. Thus, in our model, the attenuation of the disease severity is attributable to the anti-inflammatory responses.

A further increase in the value of $\lambda_{PA}$ leads to a considerable decrease of the $L_{ox}$-coordinate of the fixed points and an important increase of the $M_{2}$-coordinate associated with a negative velocity of wave propagation,
Figure 12. For a large value of $\lambda_{PA_2}$ ($\lambda_{PA_2} > 20$), the velocity of the wave propagation becomes negative. Figures (a)–(c) show the wave propagation at different increasing times for a large value of $\lambda_{PA_2}$.

Figure 13. Wave velocities found for the complete model with parameters of Table 3 for different values of $\lambda_{PA_2}$. The space interval of the simulations corresponds to the real length of a plaque, and the velocities unit is $\text{mm/day}$.

as shown in Figure 12. To this magnitude of decreased wave propagation, the system behavior determines the plaque regression, that is, the reversal of the atherosclerosis process. It involves the depletion of cholesterol stores, a gradual decline in pro-inflammatory macrophage numbers and their replacement with anti-inflammatory macrophages, promoting the removal of necrotic material and tissue healing. Thus, our model emphasizes the beneficial role of anti-inflammatory effects exerted within the atherosclerotic lesion in plaque regression and stabilization.

Finally, Figure 13 shows the values of the velocities of the traveling wave solutions for the complete model with realistic parameters taken from Table 3. The simulations are exhibited by taking into account the real length of a plaque to be $8.8\text{mm}$ as reported in [57]. This figure displays a decrease in the velocity of propagation of the inflammation when the anti-inflammatory process is amplified. We use the values of velocities in this graph and the length of a real plaque to compute the necessary time for plaque formation. We obtain the
following results: If no anti-inflammatory responses are triggered ($\lambda_{PA_2} = 0$), when the endothelial dysfunction occurs, the plaque takes 2.678 years to form. However, when the anti-inflammatory processes arise, the plaque needs a notably increased number of years to establish. For instance, it takes 5.47 years to form if $\lambda_{PA_2} = 10$ and 12.05 years if $\lambda_{PA_2} = 20$. This result clearly confirms that an anti-inflammatory lifestyle such as exercising, quitting smoking and adopting a balanced healthy diet prevents plaque progression. Likewise, it emphasizes the role of anti-inflammatory therapeutics in treatment of atherosclerosis that proved efficient promising targets in controlling plaque development.

The results of this section are found for $\lambda_{LOxM_1} = P_0 = 0$ and then verified for $\lambda_{LOxM_1} = P_0 = 0.01$.

In sum, we show in this section the consistency of the existence and stability analysis of fixed points, as well as traveling wave solutions for the complete model (4.1)–(4.14) and the reduced model (4.22)–(4.26), when the parameter $\lambda_{PA_2}$ is sufficiently small. Figures 8 and 9 show bifurcation diagrams for the complete model and infer on the evolution of inflammation depending on the values of $\lambda_1$ and $k_1$. By increasing the value of $\lambda_{PA_2}$, we provide the evolution of $LOx$ and $M_2$ coordinates of the fixed points in the bistable case in Figure 10. Figures 11 and 12 show the projection of the wave propagation onto the Space-Time plane, and give an idea about the wave propagation velocity. Finally, some conclusions on the effect of anti-inflammatory agents on inflammation regression are drawn.

9. Discussion

This work is devoted to the mathematical modeling of atherosclerosis. It provides an initial model that describes the anti and pro-inflammatory processes arising during the atherogenesis through partial differential equations of reaction-diffusion type. The endothelial functionality is examined and integrated to the model. A reduced model considering the pro-inflammatory process is then derived from the complete model and analyzed. It shows that the initiation of the inflammation is determined by the endothelial function and the penetration of LDL within the intima. Besides, experimental data reported from the literature contribute to providing a diagram of risk zones according to the values of two critical parameters. Likewise, numerical simulations emphasize the existence of traveling wave solutions for the reduced monotone model. The existence of perturbed solutions and perturbed traveling wave solutions are also investigated. Then the transition from reduced model to the complete initial model is studied along with graphical results. A conformity in results between the reduced and complete model is perceived for a certain range of parameters. Bifurcation diagrams show the evolution of the inflammation depending on endothelial permeability and LDL penetration to the intima. The analysis of the complete model simulations reveals a regulation of the inflammation development due to the integration of the anti-inflammatory cascades. Even though the conclusions approve and generalize previous results, this model has some limitations.

In this model many assumptions were imposed. Some of them are related to the monotonicity of the reduced model. To overcome these conditions we proved the existence of perturbed solutions. Another assumption is required to achieve the classification of Table 2. It signifies that a high endothelial permeability is associated with a high release of pro-inflammatory cytokines. From a biological point of view, this assumption is commonly valid since endothelial dysfunction promotes endothelial activation and consequently the release of pro-inflammatory cytokines. However, due to some pathologic issues, this relationship between endothelial permeability and pro-inflammatory cytokines can be altered. More details on dependance of pro-inflammatory cytokines on endothelial dysfunction are beneficial to provide a more detailed classification.

The domain of this model is one-dimensional. A more accurate representation for complex conditions can be done by considering 2D and 3D models, where the artery can be represented by a rectangular or cylindrical domain, the study infers on intimal accumulation of cholesterol and plaque formation. Moreover, a fluid-structure interaction study can describe interactions between blood dynamics and the structural mechanics of the arterial wall. Since the blood’s behavior is greatly affected by the deformation of the artery, the mechanical analyses are used to provide rigorous representations of flow distribution and explore possible plaque rupture mechanisms.

This model considers permeability of the endothelium through the step function $H(\alpha)$ that only takes discrete values. For a better representation of endothelial permeability, it can be distributed by a continuous function.
When this function depends on the space $x$, the model can provide more relevant results on plaque formation. In other words, when the site of lesion is taken into account, the study may derive to conclusions on vascular sites susceptibility to atherosclerotic lesions, and consequently may confirm suggestions on regional selectivity in atherosclerotic responses to risk factors.

Clinical information is a key point to improve the efficiency of the results. Integrating reliable clinical parameters for the complete model can provide objective evidence of resulting insights. Experimental data incorporated to the model can give quantitative description of atherosclerosis and reflect realistic physiological effects suggesting the possibility of clinical use of such a model in the prediction of disease progression, decisions on endothelial recovery drug dosages, and the estimation of time of infection. Based on physiological data, this model could contribute to improving the treatment of atherosclerosis. However, obtaining accurate data for this model is a fundamental challenge.

An important biological mechanism can be included to this model: the reverse cholesterol transport (RCT). RCT from macrophages in atherosclerotic plaques is a critical mechanism. The excess of ox-LDL is transferred from arterial macrophages to HDL with subsequent transport to the liver for degradation. Research has provided important insights into the molecular mechanisms of RCT and showed that HDL protective function through reverse cholesterol transport likely contributes to the regression of established plaques. This model considers only the anti-inflammatory function of HDL. By considering the RCT, this model can provide more detailed results on plaque regression matched to the concentration of HDL.

Further development of atherosclerosis model might also incorporate risk factors like hypercholesterolemia, diabetes or hypertension that have a significant impact on the evolution of the plaque. Risk factors can be modeled as parameters in the mathematical model. They influence the behavior of the system, and are crucial in inducing the inflammation. By combining the risk factor effect to the model, the biological results would comprise a wider spectrum of results that confirm epidemiological, and clinical trials concerning emerging risk factors and their available therapies.

A diverse array of studies examined therapeutics for the treatment of atherosclerosis. Using statins for primary prevention is recommended by guidelines, and is prevalent to lower cardiovascular risk. Although statins were developed to specifically reduce cholesterol synthesis, clinical trials have indicated that their beneficial effects extend beyond lipid lowering. These drugs further stabilize atherosclerotic plaque. The action of statins would be included to the model that can inspect on their role in the evolution of the inflammation. This would increase the accuracy of our understanding of atherosclerosis. Such model would allow to possibly predict the efficacy of drugs and helps in optimizing the treatments.

Atherosclerotic plaques have different chemical composition as well as structures. Some of them are significantly more predisposed to rupture than others. Atherosclerotic plaque rupture is a recognized major cause of acute coronary syndrome. Such mathematical model concerns in particular the atherogenesis and the onset of plaque formation. It describes some mechanisms through which the plaque builds up. However, the characteristic components and pathogenic mechanisms of the lesions are not considered. In order to study the consequences of the plaque formation, a more descriptive model considering types of plaque and their stability would enable a more powerful mathematical approach.

As the outbreak of COVID-19 becomes the major global concern, several articles appear currently analyzing the possible correlations between COVID-19 and atherosclerosis. Possible cardiovascular manifestations of COVID-19 include acute coronary syndrome, myocardial injury, and cardiac failure. Some researches focus on the role of the pro-inflammatory state during infection and the influence of respiratory infections in atherosclerosis complications. Multiple articles are published to emphasize the link between COVID-19 and atherosclerosis. They provide a highly important knowledge on atherosclerotic plaque evolution and rupture in infected people that together with the wide range of available data afford various insights for mathematical models. An enhancement of the model of this paper would be to include the effect of COVID-19 on atherosclerotic lesions. This gives rise to a deeper understanding of the impact of COVID-19 on atherosclerotic lesions and complications and may provide a scientific framework for studies of cardiovascular manifestations of COVID-19 infection and therapeutic interventions to mitigate inflammation and improve outcomes in patients with COVID-19.
APPENDIX A.

**Theorem A.1.** Let $B_1$ and $B_2$ be two Banach spaces and $(\epsilon, U) \in B_1 \times B_2$. Let $x \in [0,1]$ and $U(x)$ be a function of class $C^2([0,1])$ such that $U(0) = 0$ and $U(1) = 0$. We define a function $F$ such that $F(U)$ is of class $C^1$ and $F(E) = 0$. Let $a$ be a constant. Suppose that the operator $A(\epsilon, U) = aU'' + F(U) + \epsilon f(x)$ is given in a neighborhood $D$ of a point $(0, E) \in B_1 \times B_2$, it maps it into a Banach space $F$.

If $F'(E) \neq k^2 \pi^2$, $\forall k \in \mathbb{N}$ then there exists an operator $\Phi$ given in some neighborhood $G \subset B_1$ of the point 0 such that it maps this neighborhood into the space $B_2$ and satisfies the following properties:

1. $A(\epsilon, \Phi(\epsilon)) = 0$.
2. $\Phi(0) = E$.
3. $\Phi$ is continuous at 0.

The operator $\Phi$ is uniquely determined by these properties.

Under the conditions of the theorem, if $A$ is continuous everywhere in $D$, then the operator $\Phi$ is continuous in some neighborhood of the point 0. If we assume, moreover, that the partial derivative $A'$ exists in $D$ and is continuous at $(0, E)$, then the operator $\Phi$ is differentiable at 0 and

$$
\Phi'(0) = -(A'_U(0, E))^{-1}A'(0, E).
$$

(A.1)

**Proof.** We have the following:

$$
A'_U(\epsilon, U)V = \left\{ \frac{d}{dt} A(\epsilon, U + tV) \right\}_{t=0} = aV'' + VF'(U).
$$

(A.2)

In particular,

$$
\left\{ \frac{d}{dt} A(\epsilon, U + tV) \right\}_{U=E, t=0} = aV'' + VF'(E).
$$

(A.3)

We let the operator $L : C^2([0,1]) \to C^0([0,1])$, such that $\forall V \in C^2([0,1])$, $LV = aV'' + F'(E)V$ is an approximation of $A(\epsilon, U)$ about $U = E$.

After the substitution, the boundary conditions become: $V(0) = 0$ and $V(1) = 0$.

We have:

- $A$ is continuous on $D$ and particularly at $(0, E)$ and $A(0, E) = 0$.
- The operator $A'_U$ defined as $A'_U(\epsilon, U) = a\frac{d^2}{dx^2} + F'(U)$ exists because $F$ is of class $C^1$. Let us check the continuity of $A'_U$ at $(0, E)$:

  To start with, $F'$ is continuous because $F$ is of class $C^1$. Then there exists $D_0$, such that $\forall \eta > 0$, if $\|U - E\|_{C^2} < D_0$, then $\|F'(U) - F'(E)\| < \eta$.

  Let $(\epsilon, U)$ be near $(0, 0)$, there exist $D_1$ and $D_2$, such that $|\epsilon| < D_1$ and $\|U - E\|_{C^2} < min(D_0, D_2)$.

  $$
  \|A'_U(\epsilon, U) - A'_U(0, E)\| = \sup_{\|V\| \leq 1} \|(A'_U(\epsilon, U) - A'_U(0, E))V\| = \sup_{\|V\| \leq 1} \|F'(U)V - F'(E)V\| \leq \|F'(U) - F'(E)\| \sup_{\|V\| \leq 1} \|V\|
  $$


Proof. The proof is immediate from Corollary A.2 applied to the characteristic polynomial.

Given a polynomial \( p(\tau, x) = x^n + a_{n-1}(\tau)x^{n-1} + \cdots + a_1(\tau)x + a_0(\tau) \) whose coefficients depend smoothly on a parameter \( \tau \) such that at \( \tau = 0 \) the number \( x = x_0 \) is a simple root of this polynomial, \( p(0, x_0) = 0 \). Then for all \( \tau \) sufficiently near 0 there exists a unique root \( x(\tau) \) with \( x(0) = x_0 \) that depends smoothly on \( \tau \).

Proof. Given that \( p(0, x_0) = 0 \) we want to solve \( p(\tau, x) = 0 \) for \( x(\tau) \) with \( x(0) = x_0 \). The assertions are immediate from the implicit function theorem. Since \( x(0) = x_0 \) is a simple zero of \( p(0, x) = 0 \), then \( p(0, x) = (x - x_0)g(x) \), where \( g(x_0) \neq 0 \). Thus the derivative \( p_1(0, x_0) \neq 0 \).

Thus, \( \lambda = F'(E) - k^2\pi^2 \) for \( k \in \mathbb{N} \) when \( F'(E) \) is constant or more generally \( |F'(E) - \lambda I| = 0 \).

Therefore, the operator \( L \) is invertible if \( F'(E) \neq k^2\pi^2 \), \( \forall k \in \mathbb{N} \) or more generally when the eigenvalues of the Jacobian matrix at \( E \) are non zero.

The operator \( L \) is linear, and continuous between two normed spaces, therefore it is bounded. The bounded inverse theorem states that a bijective bounded linear operator from a Banach space to another one has a bounded inverse. Thus, when the operator \( L \) is invertible, its inverse is bounded.

We conclude that the implicit function theorem can be applied to \( A(\epsilon, U) \) if \( F'(E) \neq k^2\pi^2 \), \( \forall k \in \mathbb{N} \). \( \square \)

**Corollary A.2.** Given a polynomial \( p(\tau, x) = x^n + a_{n-1}(\tau)x^{n-1} + \cdots + a_1(\tau)x + a_0(\tau) \) whose coefficients depend smoothly on a parameter \( \tau \) such that at \( \tau = 0 \) the number \( x = x_0 \) is a simple root of this polynomial, \( p(0, x_0) = 0 \). Then for all \( \tau \) sufficiently near 0 there exists a unique root \( x(\tau) \) with \( x(0) = x_0 \) that depends smoothly on \( \tau \).

Proof. Given that \( p(0, x_0) = 0 \) we want to solve \( p(\tau, x) = 0 \) for \( x(\tau) \) with \( x(0) = x_0 \). The assertions are immediate from the implicit function theorem. Since \( x(0) = x_0 \) is a simple zero of \( p(0, x) = 0 \), then \( p(0, x) = (x - x_0)g(x) \), where \( g(x_0) \neq 0 \). Thus the derivative \( p_1(0, x_0) \neq 0 \).

**Theorem A.3.** Given a square matrix \( A(\tau) \) whose elements depend smoothly on a real parameter \( \tau \), if \( \lambda = \lambda_0 \) is a simple eigenvalue at \( \tau = 0 \), then for all \( \tau \) near 0 there is a corresponding eigenvalue that depends smoothly on \( \tau \).

Proof. The proof is immediate from Corollary A.2 applied to the characteristic polynomial. \( \square \)

In brief, this appendix is about the Implicit Function Theorem. We start by stating and proving Theorem A.1 that emerges from the Implicit Function Theorem and that is applied to a particular form of problems. Finally, we recall Corollary A.2 and Theorem A.3.
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