The Mansurov effect: Statistical significance and the role of autocorrelation
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Abstract—The Mansurov effect is related to the interplanetary magnetic field (IMF) and its ability to modulate the global electric circuit, which is further hypothesized to impact the polar troposphere through cloud generation processes. We investigate the connection between IMF $B_z$-component and polar surface pressure by using daily ERA5 reanalysis for geopotential height since 1980. Previous studies produce a 27-day cyclic response during solar cycle 23 which appears to be significant according to conventional statistical tests. However, we show here that when statistical tests appropriate for strongly autocorrelated variables are applied, there is a fairly high probability of obtaining the cyclic response and associated correlation merely by chance. Our results also show that data from three other solar cycles produce similar cyclic responses as during solar cycle 23, but with seemingly random offset in respect to the timing of the signal. By generating random normally distributed noise with different levels of temporal autocorrelation and using the real IMF $B_z$-time series as forcing, we show that the methods applied to support the Mansurov hypothesis up to now are highly susceptible to random chance as cyclic patterns always arise as artifacts of the methods. The potential non-stationary behavior of the Mansurov effect makes it difficult to achieve solid statistical significance on decadal time scales. We suggest more research on, e.g., seasonal dependence of the Mansurov effect to understand better potential IMF effects in the atmosphere.
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1 Introduction

First proposed in 1974, the Mansurov effect is based on the correlation between daily polar surface pressure and the $B_z$-component of the interplanetary magnetic field (IMF). A significant correlation has been shown in multiple studies (Mansurov et al., 1974; Burns et al., 2008; Lam et al., 2013, 2014). Evidence of significant ionospheric perturbations related to the same change in $B_z$ also exists (Tinsley, 2000, 2008; Frank-Kamenetsky et al., 2001; Kabin et al., 2003; Pettigrew et al., 2010; Lam et al., 2013). A physical mechanism involving the Global Electric Circuit (GEC) modulating cloud generation processes has been suggested to link IMF $B_z$ to the polar surface pressure (Lam & Tinsley, 2016). Studies have also focused on the internally generated vertical current density ($J_z$). The internally driven changes in $J_z$ have been linked to changes in the polar pressure (Tinsley, 2008; Lam & Tinsley, 2016; Zhou et al., 2018), indicating that the IMF $B_z$ which also induces changes in $J_z$ could play an important role.
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The IMF $B_y$ has a 27-day periodicity associated with the solar rotation period (e.g., Gonzalez & Gonzalez, 1987). B2008 found a 27-day periodic pressure response in both hemispheres when regressing polar pressure to the IMF $B_y$ for the period 1995–2005. This periodic response was attributed as evidence for a physical link between the IMF $B_y$ and the polar pressure. In the southern hemisphere (SH), statistical significance calculated through the $t$-test showed this periodic response to be significant for the given period, while no significance was found for the northern hemisphere (NH). However, it was noted that while statistical significance was not achieved in the NH, the appearance of a 27-day periodic pressure response serves as evidence of the Mansurov effect. Tinsley et al. (2020) found a 27-day periodic response when correlating the IMF $B_y$ to optical thickness of the overhead stratus-type clouds, which was put forward as evidence of the pathway of the Mansurov effect. In addition, Lam et al. (2018) correlated the IMF $B_y$ with atmospheric temperature for 1999–2002. The significance is calculated without taking into account the temporal autocorrelation but nonetheless shows a significant temperature perturbation at near-surface atmospheric levels. In the paper, it is also noted that the troposphere shows no significant temperature perturbation. However, a 27-day cycle in the temperature response at this level (and all lower atmospheric levels) is used as evidence for a physical link to the IMF $B_y$.

Two different analysis methods are typically used to demonstrate this effect. The first is the superposed epoch method (Mansurov et al., 1974; Lam et al., 2013, 2014). The pressure/geopotential height on days with strong positive $B_y$ deflections are binned, where the pressure/geopotential height on the days with strong negative $B_y$ deflections are binned and subtracted from the first bin. This can be represented by the formula $\Delta p = B_y(+) - B_y(-)$. The day of the largest deflections is marked as the key date, while different lead–lags are calculated with respect to the key date (similar to time-lagged cross-correlation). The second method is lead–lag regression plots (B2008). Here, the average pressure/geopotential height is calculated in five $B_y$ bins ($\leq -3$, $-3$ to $-1$, $-1$ to $1$, $1$ to $3$, $\geq 3$ (nT)), and the slope of the regression line between the averaged $B_y$ bins and the corresponding average pressure/geopotential height (regressing 5 data points) is calculated and plotted for chosen daily leads and lags (also similar to time-lagged cross-correlation). We emphasize that both methods yield approximately the same results, as the slope of the regression line strongly depends on the pressure/geopotential height in the lowest and highest $B_y$ bins.

This paper revisits the Mansurov hypothesis and previously applied methods with a more rigorous estimate of the statistical significance. Emphasis is also put on time periods other than solar cycle 23 (1995–2005). In addition, we examine the lead–lag regression method with the help of Monte Carlo simulations and randomly generated normally distributed temporally uncorrelated (white) noise and autocorrelated (red) noise. The aim is to demonstrate the need for appropriate significance tests, as well as the risk of misinterpreting a response from strongly periodic forcing. The implication of these findings goes beyond the current study as it will apply to all periodic forcing with an autocorrelated response variable.

### 2 Data and method

#### 2.1 Solar wind ($B_y$) data

We use hourly averaged IMF $B_y$ (GSM) values obtained from the National Space Science Data Center (NSSDC) OMNI-Web database (http://omniweb.gsfc.nasa.gov) for the interval 1980–2016. IMF $B_y$ daily averages are calculated when at least 1 hourly value is available.

#### 2.2 Pressure/geopotential height data

For the atmospheric data, we use the European Center for Medium-Range Weather Forecast Re-Analysis (ERA5) (https://cds.climate.copernicus.eu). As well as being constructed by numerical simulations and models, ERA-5, and all other reanalysis data, uses large amounts of observational values to set the frame. Effectively, the numerical simulations and models work to interpolate the gaps between these observations. Thus, reanalysis data does not have the same accuracy as purely observational data at every grid point. However, it provides a physically justified estimate in those grid points where observations are not available. It is noted that reanalysis data have previously been applied to support the Mansurov effect, particularly ERA5 (Zhou et al., 2018) and NCEP/NCAR (Lam et al., 2013, 2014, 2018; Freeman & Lam, 2019). Mooney et al. (2011) have compared NCEP/NCAR reanalysis data with earlier ERA reanalysis versions, as well as observational data, finding good agreements between all.

We obtain the daily averaged geopotential heights at the 700 hPa (SH) and 1000 hPa (NH) level poleward of 70° in geomagnetic coordinates (mlat), covering the time period 1980–2016. The 700 hPa level is chosen for the SH as it represents the surface level in the Antarctic, while 1000 hPa represents the surface level in the NH. Geomagnetic coordinates are used as the perturbation of IMF $B_y$ in the ionosphere is centered around the geomagnetic pole. For comparison, B2008 used surface pressure measurements obtained for 11 Antarctic sites from the NNDC (NOAA [National Oceanic and Atmospheric Administration] National Data Centers), selecting values within 90 min of 12 UT. An analog to the quantity $\Delta p$ (pressure anomalies) that B2008 calculated, a variation value $\Delta Z_g$ (geopotential height anomalies) is obtained for the geopotential height by subtracting a running mean of ±15 days from the daily value in order to remove seasonal variability. It is noted that $\Delta Z_g$ is averaged over 70–90° mlat.

Figure 1 shows the temporal autocorrelation in $\Delta Z_g$ (geopotential height anomalies) for the period 1980–2016 in the SH. Positive auto-correlation occurs until day 5. A similar autocorrelation is also found for the period 1995–2005, as well as for $\Delta Z_g$ in the NH.

#### 2.3 False detection rate method

For rigorous statistical testing of our results, we use the False Detection Rate (FDR) method. It was developed by Benjamini & Hochberg (1995) and later applied to atmospheric data by Wilks (2016). The main goal of the method is to account for the expected proportion of falsely rejected hypotheses when dealing with multiple null hypotheses scenarios. Statistically speaking, a result obtaining a $p$-value of 0.05
implies a 5% probability of that specific result being caused by chance. With an increasing number of null hypotheses (e.g., map plot with multiple grids or a temporal plot showing consecutive days after the onset of a forcing), this 5% probability ultimately leads to an increasing number of falsely rejected null hypotheses.

In FDR, it is stated that if the global null hypothesis cannot be rejected, one cannot conclude that any of the individual tests constitute rejection of the null hypothesis. The method is applied by calculating the \( p \)-values for each individual data point. These \( p \)-values are then sorted in ascending order, matching the set \( i = 1, \ldots, N \), where \( N \) represents the total number of individual tests. The new global \( p \)-value, \( p_{\text{FDR}} \), is then calculated with

\[
p_{\text{FDR}} = \max \{ p(i) : p(i) \leq (i/N) \alpha_{\text{FDR}} \}, \quad i = 1, \ldots, N \tag{1}
\]

where \( \alpha_{\text{FDR}} = 0.05 \), corresponding to significance at the 95% level (Wilks, 2016).

Figure 2 illustrates how FDR is used and calculated for a superposed epoch analysis on a daily scale represented by lead–lags. Also included are \( p \)-values obtained for each lead–lag. In this example, there is an arbitrary forcing that is nonzero and starts to increase at day −5, reaching a maximum at day 0, before it slowly decreases to zero at day +5. We also assume that the arbitrary forcing has an impact on the arbitrary response as long as it is nonzero. As the forcing is nonzero through the whole interval, we can also assume that every individual lead–lag has the same null hypothesis and that we are dealing with a multiple hypotheses situation for lead–lags −5 to +5. According to FDR, we first have to sort the \( p \)-values for the whole interval in ascending order (see Table 1).

Then, we have to apply Equation (1) iteratively until we reach the maximum \( p \)-value satisfying the criteria:

\[
P(n)_{\text{ascending}} \leq n \times \frac{0.05}{N}, \tag{2}
\]

\[
0.004 \leq 1 \times 0.05 = \text{True} \tag{3}
\]

\[
0.009 \leq 2 \times 0.05 = \text{True} \tag{4}
\]

\[
0.029 \leq 3 \times 0.05 = \text{False} \tag{5}
\]

Every other is also False.

As the \( p = 0.009 \) is the maximum value satisfying the criteria, this becomes the global \( p \)-value (\( p_{\text{FDR}} \)) and defines the limit for the individual \( p \)-values to be regraded as significant at the 0.05 level after one has accounted for the false detection rate. In our example, this means that when the signal is looked at as a set of multiple equivalent null hypotheses, statistical implications.
significance is found at lead–lag 0 and +1. As we know the onset and offset of the forcing, this could be interpreted as lead–lag 0 and +1 being the only days where it is possible to distinguish a signal from the background noise in the data.

For this method to be correctly applied, it is important that the definition of equivalent null hypotheses is correct. For instance, assuming only three consecutive days around day zero (−1 to +1) to have equivalent null hypotheses, and performing the FDR method, would result in all of them satisfying the data point than what was acquired when the full interval −5 to +5 was grouped as a whole through the FDR method. Because of this, we will be testing different intervals when estimating the significance using the FDR method in lead–lag correlation plots in the following section. Multiple hypothesis testing situations can also be dealt with other methods than FDR, e.g., calculating a significance using the FDR method in lead–lag regression coefficients. For every iteration of the MC-simulation, phase randomization is applied to the $\Delta Z_g$ data series. In essence, phase randomization scrambles the harmonic phases of the series. This results in a physically unrelated data series but preserves the autocorrelation function of $\Delta Z_g$ which gives the phase randomized series the same number of independent data points as $\Delta Z_g$. This process ensures that the MC simulation can perform the null hypothesis test on statistically suitable material (Theiler & Prichard, 1996; Thejll et al., 2003). Before the $B_y$ series is regressed onto the phase randomized $\Delta Z_g$, for every lead–lag, both data sets are standardized by subtracting their means and dividing by their standard deviations. This will ensure that the regression slope equals the linear correlation coefficient (Rodgers & Nicewander, 1988). The same standardization is also performed on the actual response ($\Delta Z_g$) (transforming the regression slopes to correlation coefficients) before the actual result is compared to the distribution of correlation coefficients obtained from the MC simulation in each lead–lag. The fraction of correlation coefficients from the MC simulation with higher values than the actual response will represent the $p$-value.

Figure 5 shows the results after 3000 iterations of the MC simulation. The green shaded area shows the interval corresponding to 95% of the values from all iterations. The red shaded area shows above(below) the 97.5% (2.5%) percentile, corresponding to a $p$-value smaller or equal to 0.05 (both tails of the distribution). As can be seen, the significance is reduced compared to what is obtained by the $t$-test. Also, the peak around day 0 is only found significant at the 95% level for two data points, occurring at day −2 and −1. However, multiple points with 95% significance are obtained at the peaks around −27 and +27 days, along with the minimum around

### 3 Analyses and results

#### 3.1 Regression results for the time period 1995–2005

Based on observations from the 11 Antarctic stations, B2008 calculated the average Δ$p$ (surface pressure) values at each site within five separate IMF $B_y$ bins: $<-3$, $-3$ to $-1$, $-1$ to 1, 1 to 3, and >3 nT. Linear regression was then applied to the average value of Δ$p$ within these five intervals. The result for >83° S mlat, corresponding to the upper panel of Figure 1 in B2008, is shown in the left panel in Figure 3. The same procedure is done for $\Delta Z_g$ (equivalent to surface pressure), seen in the middle panel in Figure 3. Also included is a linear regression without the initial binning and averaging, as seen in the right panel in Figure 3. Note that the regression coefficients are similar with or without performing the initial binning, while the correlation coefficient ($R^2$) differs substantially.

From the regression coefficient produced by these five data bins, lead–lag variations are calculated by B2008, as seen in the left panel of Figure 4. A clear 27-day cycle is seen for both data sets, with the peak pressure value lagging the driver by −2 days. The significance has been estimated by Student’s $t$-test, with the uncertainty illustrated by the cross at the keydate. Figures 3 and 4 indicate that $\Delta Z_g$ yields a similar response as $\Delta p$ in B2008. Furthermore, note that the normal regression without the initial grouping gives similar lead–lag regression coefficients.

When applying the $t$-test, a highly significant pattern is observed, as shown in the right panel of Figure 4. However, the lead–lag analysis is strongly affected by the temporal autocorrelation in the $\Delta Z_g$ time series (Fig. 1). Instead of a $t$-test, we perform a Monte Carlo (MC) simulation to estimate the significance of the regression coefficients. For every iteration of the MC-simulation, phase randomization is applied to the $\Delta Z_g$ data series. In essence, phase randomization scrambles the harmonic phases of the series. This results in a physically unrelated data series but preserves the autocorrelation function of $\Delta Z_g$, which gives the phase randomized series the same number of independent data points as $\Delta Z_g$. This process ensures that the MC simulation can perform the null hypothesis test on statistically suitable material (Theiler & Prichard, 1996; Thejll et al., 2003). Before the $B_y$ series is regressed onto the phase randomized $\Delta Z_g$, for every lead–lag, both data sets are standardized by subtracting their means and dividing by their standard deviations. This will ensure that the regression slope equals the linear correlation coefficient (Rodgers & Nicewander, 1988). The same standardization is also performed on the actual response ($\Delta Z_g$) (transforming the regression slopes to correlation coefficients) before the actual result is compared to the distribution of correlation coefficients obtained from the MC simulation in each lead–lag. The fraction of correlation coefficients from the MC simulation with higher values than the actual response will represent the $p$-value.

Figure 5 shows the results after 3000 iterations of the MC simulation. The green shaded area shows the interval corresponding to 95% of the values from all iterations. The red shaded area shows above(below) the 97.5% (2.5%) percentile, corresponding to a $p$-value smaller or equal to 0.05 (both tails of the distribution). As can be seen, the significance is reduced compared to what is obtained by the $t$-test. Also, the peak around day 0 is only found significant at the 95% level for two data points, occurring at day −2 and −1. However, multiple points with 95% significance are obtained at the peaks around −27 and +27 days, along with the minimum around
negative days (leads) represent 
variations of
positive days
before the peak in the IMF driver, which occurs at day 0. Right panel: Lead–lag variations of \( \Delta Z_g \) at mlat >70° S. The blue line is the calculated regression coefficients showing lead–lags when the five bin method by B2008 is used. The red line is the regression coefficients showing lead–lag variations when regression is done without the initial grouping. Negative days (leads) represent \( \Delta Z_g \) occurring before the \( B_y \) component, and positive days \( B_y \) occurring before \( Z_g \). Dots indicate significance at the 95% level for the regression coefficients calculated by Student’s t-test. The upper panel of Figure 2 in B2008 is reproduced with permission from John Wiley and Sons.

**Fig. 4.** Left panel: A copy of the upper panel of Figure 2 in B2008. The figure illustrates calculated regression coefficients showing lead–lag variations of \( \Delta B_y \) at mlat >83° S. It shows three cycles of IMF \( B_y \), where the dark blue line represents the regression coefficients without any lag, while \( x \) and \( o \) cyan lines represent a –27 and +27 day lag between IMF \( B_y \) and \( \Delta B_y \) data series. All maxima in \( \Delta B_y \) are seen to occur –2 days before the peak in the IMF driver, which occurs at day 0. Right panel: Lead–lag variations of \( \Delta Z_g \) at mlat >70° S. The blue line is the calculated regression coefficients showing lead–lags when the five bin method by B2008 is used. The red line is the regression coefficients showing lead–lag variations when regression is done without the initial grouping. Negative days (leads) represent \( \Delta Z_g \) occurring before the \( B_y \) component, and positive days \( B_y \) occurring before \( Z_g \). Dots indicate significance at the 95% level for the regression coefficients calculated by Student’s t-test. The upper panel of Figure 2 in B2008 is reproduced with permission from John Wiley and Sons.

**Fig. 5.** The significance level for the lead–lag correlation coefficients after 3000 MC-iterations for the period 1995–2005. The red area equates to a \( p \)-value of 0.05. The green region shows where 95% of all values land for every lead–lag after 3000 iterations. Note that the significant data points (dark red circles) represent individual hypothesis tests before false detection rate method is applied.

IMF \( B_y \) has a 27-day periodicity, one can assume that the forcing is mostly positive for the interval –13 to +13 \((N = 27)\); this also takes into account a longer time delay for the response to occur. The last suggestion would be to only look at the interval –2 to +2 \((N = 5)\), as this is when the proposed forcing peaks. Here we also capture the two significant data points after the MC-simulation at lead–lag –2 and –1. According to theory, it takes days before the accumulative effect on cloud properties leads to pressure changes (Frederick et al., 2019; Tinsley et al., 2020). Hence, a reasonable window would also be from day 0 and some days onwards. However, no significant (after MC) pressure peak occurs from day 0 and onwards. As of this, doing the FDR for lead–lag 0 and some days onward makes no sense.

When the FDR method is applied, no significance is obtained at the 95% level for any lead–lag in the period 1995–2005 for any of the suggested intervals. This means that the response as a whole cannot be assumed to be statistically significant. However, one must note that if only a single lead or lag (e.g., leads –2 or –1) is presented, the significance at the 95% level is justified (see Eq. (1)). However, from a physical perspective, it is hard to justify the response occurring 1 or 2 days (or more than 12 days) before the forcing instead of at day 0 or after.

**Figure 6** shows the same procedure for the period 1999–2002 previously investigated by e.g., Burns et al. (2008) and Lam et al. (2013, 2014). After 3000 MC iterations, only 1 significant data point remains close to day 0 in the SH (top left panel), and 2 remain in the NH (top right panel). However, the application of FDR shows that no leads or lags that by themselves are above the 95% significance level constitute evidence in favor of rejecting the global null hypothesis in any of the hemispheres (bottom panels). This is true whether we calculate \( p_{\text{FDR}} \) for lead–lag intervals –27 to +27 \((N = 55)\), –13 to +13 \((N = 27)\) or even for –2 to +2 \((N = 5)\) \((+2\) to +6 \((N = 5)\) for the SH). Although the correlation coefficients for this period are not inconsistent with a physical effect, as the peak \( \Delta Z_g \) anomaly occurs after day 0 in both hemispheres, they are not significant in regards to the rejection of the global null hypothesis.
3.2 Other time periods

Figure 7 shows the correlation between $\Delta Z_g$ and $B_t$ for the periods 1984–1994, 1995–2005, and 2006–2016 in both hemispheres (top panels). The bottom panels show the same, only for 4-year periods centered around four different solar maxima. Nearly all of the time periods in both hemispheres show cyclic responses exhibiting a periodicity of ~27 days. However, none of the time periods outside of solar cycle 23 (1995–2005 or 1999–2002) show responses supported by the theory (positive response in the SH and negative response in the NH at day zero or shortly after). Instead, the peaks occur seemingly at random but with an apparent periodicity of approximately 27 days.

3.3 Monte Carlo simulations with different levels of temporal autocorrelation

Figure 7 demonstrates that the periodic response in $\Delta Z_g$ of ~27 days is not unique to the 1995–2005 period, as it occurs in other time periods as well. Since the responses do not seem to have any relation to the forcing (day 0), the resulting cyclic response could be an artifact of the method itself, enhanced by the high temporal autocorrelation of the explanatory variable.

Figure 8 shows the power spectrum (left panel) and the autocorrelation function (right panel) of the IMF $B_t$ over the time period 1995–2005. A strong 27-day solar rotation periodicity can be observed in both. When the regression coefficients for lead–lag variations are calculated, one data set is moved with respect to the other, where the regression coefficient is calculated for each lag between the data sets. In essence, this can lead to the responses seen at day ±27 days, being partially replicated by the autocorrelation of the response seen at day 0, occurring as a consequence of the periodicity of the forcing. This is especially relevant if the response variable has a strong temporal autocorrelation.

To demonstrate this, we calculate three Monte Carlo simulations with varying levels of autocorrelation of the response variable. For all cases, the geopotential height data ($\Delta Z_g$) is replaced by randomly generated normally distributed noise with the same length as the 1995–2005 period. For the first, second, and third cases, lag-1 autocorrelation is set to 0, 0.5, and 0.94, respectively. An autocorrelation of 0 represents a data set of normally distributed white noise, while the autocorrelation of 0.94 reflects the autocorrelation seen in the original geopotential height data series (not shown). The ±15-day moving average is further subtracted from the three random data series, analog to the calculation of $\Delta Z_g$.

For all three cases, 1000 independent Monte Carlo iterations are run. For each run, we calculate the lead–lag correlation coefficients between the real $B_t$ forcing in the period 1995–2005 and the randomly generated data series. Figure 9 summarizes the results. The first column represents the lead–lag correlation coefficients for all runs in the three cases. The lead–lag curves appear to be random. However, if each curve is shifted such that the maximum value occurring inside the range...
(-13, 13) days from day 0 is shifted to day 0, a pattern emerges. This is illustrated in the middle row of panels. When the responses are averaged over all independent simulations, as shown on the right, the resulting average lead–lag curve exhibits a periodicity equal to the periodicity of $B_y$. Furthermore, it is apparent that the higher the autocorrelation of the random data series at lag-1, the larger the amplitudes of the artificially created response. It is particularly interesting that the correlation coefficients in Figure 7 are comparable to the correlation coefficients resulting from the third artificial case (lag-1 autocorrelation = 0.94) in Figure 9.

Figure 9 clearly shows that the 27-day cyclic response in surface pressure to the $B_y$-component cannot be used as a strong argument supporting the Mansurov effect. Furthermore, it clearly demonstrates the necessity of using FDR or a similar method when estimating the significance of the response.
4 Discussion

The aim of this paper is to demonstrate the need for appropriate significance tests, as well as the risk of misinterpreting a response from a strongly periodic forcing when studying the Mansurov effect (and also, more generally, any phenomena in cases of strong temporal autocorrelation). Figure 3 shows that similar values for the regression slopes are obtained with the five-bin grouping used by B2008 and the normal regression. However, the explanatory power of the two models largely depends on whether or not the measurements are binned (with binning $R^2 = 0.99$, without binning $R^2 = 0.0033$). Further, both the five-bin grouping and the normal regression produce similar lead–lag plots, as illustrated by Figure 4. Therefore, it is clear that the five-bin grouping gives the impression of a significantly better fit than it is found in the original data.

The majority of the research articles on the Mansurov effect focus on solar cycle 23 (B2008; Lam et al., 2013, 2014, 2018; Fig. 9. Left panels: 1000 MC iterations where the correlation coefficients are calculated between the $B_s$ data in the period 1995–2005 and normally distributed noise with three different lag-1 autocorrelation values (0, 0.5, 0.94) for every lead–lag between $-60$ and $+60$. Middle panels: All 1000 individual lead–lag plots aligned such that the maximum value within $-13$ to $+13$ is projected to day 0. Right panels: Averaged response of the middle panels.
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We showed, however, that simple t-tests are not sufficient to establish significance for the link between the IMF $B_t$ and the geopotential height variability at the polar surface. By applying MC simulations to validate the null hypotheses in addition to the false detection rate method, we showed that neither the period 1995–2005 nor the solar maximum period 1999–2002 indicate a statistically significant response. This remains true as long as the response is analyzed with multiple leads and lags equal to 5 days, as the individual p-values exceed the global p-value (Eq. (1)) even for –2 to +2 lead–lags in all cases for solar cycle 23. Nonetheless, if only a single lead or lag is presented, the significance at the 95% level obtained by the MC simulation alone would be justified. During the period 1995–2005, the points with high statistical significance at leads –2 or –1 are hard to justify on physical grounds, as the surface pressure effect occurs before the forcing. However, individual significant data points obtained in the SH (day +4) and NH (day +1 and +2) for the period 1999–2002 cannot be completely discarded from the viewpoint of a single null hypothesis, as the effect occurs after the forcing.

By similar methodology, we observe periodic geopotential height responses in both hemispheres in other time periods, but with varying offset in respect to the forcing, as illustrated by Figure 7. The geopotential height deflections are also fairly equal to the amplitudes seen for solar cycle 23. Hence, the cyclic responses seen in solar cycle 23 are not unique to this period.

B2008, Lam et al. (2018) and Tinsley et al. (2020) all use this 27-day periodicity in the results as evidence in favor of the Mansurov effect. By using MC simulations of randomly generated data series with different levels of lag-1 autocorrelation, we showed that plotting lead–lag regression coefficients for a highly periodic forcing produces periodic responses, even when no physical relationship is present (Fig. 9). The periodic response always mimics the periodicity of the variable used as the forcing. One can also observe how this cyclic response is enhanced by a higher autocorrelation of the response variable. From this perspective, the alignment of the period 1999–2002 with the theory could, in fact, be a coincidence (1995–2005 is also approximately aligned with the theory in the SH). This result extends beyond the Mansurov effect itself and is applicable in any case where the relationship between a periodic explaining variable and an autocorrelated response variable is examined on a temporal scale.

However, the effect could be nonstationary in relation to atmospheric variability and the solar phases. If so, time periods restricted by similar atmospheric and solar conditions would be expected to respond in a similar manner, while averages of large continuous time periods would smooth out the effect, making it much harder to detect. Tinsley et al. (2020) found a higher correlation between cloud irradiance and changes in the vertical electric field related to $B_t$ during local northern winter (Oct–Apr 2004–2015), then local summer months. However, no statistical assessment of the correlation coefficients in respect to the emporal autocorrelation was made. An equal probable explanation for the larger coefficients could be the higher atmospheric variability in winter compared to summer. This could lead to higher levels of noise in the results, which are artificially replicated into a periodic response via the method used, as our results show. In agreement with Tinsley et al. (2020) and Zhou et al. (2018) also found results with local winter in both hemispheres producing the largest response between the vertical electric field and surface pressure. However, only the period 1998–2001 is analyzed, and the results lack proper statistical testing. Sorting according to non-stationary behavior is beyond the scope of this article but is a recommended pathway for further research on the Mansurov effect, as the articles discussed here are pointing to a potential seasonal variability. However, future studies need to take into account the autocorrelation of variables and multiple hypothesis testing scenarios when assessing the statistical significance of their results.

5 Conclusion

We revisited the previous evidence suggesting a significant link between the IMF $B_t$ and the surface pressure/geopotential height variability. We showed that after the pressure/geopotential height and IMF $B_t$ data were subjected to rigorous estimation of statistical significance, evidence for the Mansurov effect during solar cycle 23 was not found when considering the whole year without individual seasons/months. In addition, our analyses showed that other time periods (before and after solar cycle 23) produced cyclic responses with a similar magnitude but with random offset with respect to the IMF $B_t$ forcing. We also provided evidence showing that high temporal autocorrelation of variables can explain the cyclic responses without the need for a physical connection between the variables. These results underline the importance of robust statistical methods, especially when analyzing periodic variables or data with high temporal autocorrelation.

For the Mansurov effect, our applied methods indicate that even if a connection between IMF $B_t$ changes and cloud microphysics exists, this effect is not strong enough to produce significant correlations for a stationary signal in surface polar geopotential height/surface pressure over interannual to decadal timescales. We encourage more research on the topic to assess the potential cause of non-stationary behavior and seasonal variability.
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